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Abstract

This paper provides a detailed study on discrete phase type (DPH) distributions and its acyclic subclass referred to as
acyclic-DPH (ADPH). Previously not considered similarities and differences between DPH and continuous phase type (CPH)
distributions are investigated and minimal representations, called canonical forms, for the subclass of ADPH distributions are
provided. We investigate the consequences of the recent result about the minimal coefficient of variation of the DPH class [The
minimal coefficient of variation of discrete phase type distributions, in: Proceedings of the Third International Conference
on Matrix-analytic Methods in Stochastic Models, July 2000] and show that below a given order (that is a function of the
expected value) the minimal coefficient of variation of the DPH class is always less than the minimal coefficient of variation
of the CPH class. Since all the previously introduced Phase Type fitting methods were designed for fitting over the CPH class
we provide a DPH fitting method for the first time. The implementation of the DPH fitting algorithm is found to be simple
and stable. The algorithm is tested over a benchmark consisting of 10 different continuous distributions. The error resulted
when a continuous distribution sampled in discrete points is fitted by a DPH is also considered.
© 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction

Discrete phase type (DPH) distributions have been introduced and formalife@],itout they have
received little attention in applied stochastic modeling since then, because the main research activity and
application oriented work was addressed towards continuous phase type (CPH) distridufjons
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However, in recent years a new attention has been devoted to discrete models since it has been observe
that they can be utilized in the numerical solution of non-Markovian processes, or they are more closely
related to physical observatiofi,16] Moreover, new emphasis has been put on discrete stochastic Petri
Nets[5,6,17] Finally, DPHs may have a wide range of applicability in stochastic models in which random
times must be combined with constant durations. In fact, one of the most interesting property of the DPH
distributions is that they can represent in an exact way a number of distributions with finite support, like the
deterministic and the (discrete) uniform, and hence one can mix inside the same formalism distributions
with finite and infinite support.

In particular, while it is known that the minimal coefficient of variation for the CPH family depends
only on the order and is attained by the Erlang distributifitj (cv = 1/n), it is trivial to show, for the
DPH family, that for any order the deterministic distribution witkhv = 0 is a member of the family.
Since, the range of applicability of the PH distributions may depend on the range of variability of the
coefficient of variation given the order, it is interesting to investigate, for the DPH family, how the
coefficient of variation depends on the model parameters.

The convenience of using the DPH family in applied stochastic modeling has motivated the present
paper whose aim is to investigate more closely the properties of the DPH family and to provide results
that can be profitably exploited for the implementation of an algorithm to estimate the model parameters
given an assigned distribution or a set of experimental pdits

The DPH representation of a given distribution functionis, in general, non-ufii§i@nd non-minimal.
Hence, we first explore a subclass of the DPH class for which the representation is an acyclic graph
(acyclic-DPH-ADPH) and we show that, similarly to the continuous ¢8ls¢he ADPH class admits a
unigue minimal representation, called canonical form.

We recall the theorem about the minimal coefficient of variation of the DPH class as a function of
the order and of the med@8]. This theorem shows that below a given order (that is a function of the
mean) the minimal coefficient of variation of the DPH class is always less than the minimal coefficient
of variation of the CPH class. This result, combined with the well known resylt]athe minimalcv
for ann-phase CPH distribution is/k independent of its mean), offers the possibility of comparing the
applicability of the CPH and DPH families to fit distributions with law.

An algorithm is presented for the estimation of the ADPH model parameters to fit distributions or a set
of experimental data. The algorithm is based on the maximum likelihood (ML) principterédnsform
version of the algorithm is derived from the continuous d&$ewhile a novel time domain version is
provided. Itis shown that the time domain algorithm is easier to implement and more stable. The algorithm
is then tested on a benchmark of 10 different continuous distributions that have been already utilized for a
similar study in the continuous cail. However, since a continuous distribution needs to be discretized
in order to feed the fitting algorithm, the role of the discretization interval on the performance of the
algorithm and on the goodness of the fit is extensively discussed.

The structure of the paper is as follow&ection 2introduces the basic definitions and notation, and
provides a simple example to emphasize some differences between the CPH and DPH class, difference
that are not evident from a comparative analysis reported for instanf9.iection 3derives the
canonical form (and their main properties) for the class of acyclic-DPH (ADBEQtion 4gives the
theorem to describe the minimal coefficient of variation for the DPH class as a function of the order
and of the mean and shows the shape of the structures that realize minimal coefficient of variation.
Section Hpresents the ML estimation algorithm, bothzitransform domain and in time domafBection
6 discusses the role of the discretization interval on the accuracy of the obtainable approximation, while
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Section 7is devoted to present the results of the benchmark analysis. FiBaltyion 8concludes the
paper.

2. Definition and notation

A DPH distribution[10,11]is the distribution of the time until absorption in a discrete-state discrete-time
Markov chain (DTMC) withn transient states, and one absorbing state. (The case mhkerpo is
not considered in this paper.) If the transient states are numbe&d.1, n» and the absorbing state
is numberedn + 1), the one-step transition probability matrix of the corresponding DTMC can be
partitioned as

R B b
B= )
Lo 1]
whereB = [b;] is the (n x n) matrix grouping the transition probabilities among the transient states,
b = [b;.+1]" is then-dimensional column vector grouping the probabilities from any state to the absorbing
one, and = [0] is the zero vector. Sind® is the transition probability matrix of a DTMC, the following
relation holds:Z;f:1 bj =1—bjni1.

The initial probability vector of the DTMC is atn + 1)-dimensional vectok = [«, «,11], With
27:1 a; = 1 — a,41. In the present paper, we only consider the class of DPH distributions for which
a,+1 = 0, but the extension to the case when; > 0 is straightforward.

Let T be the time till absorption into state + 1) in the DTMC. We say that is a DPH r.v. of order
and representatiofw, B) [11]. Let f(k), F(k) andF(z) be the probability mass, cumulative probability
and probability generating function of respectively. It follows:

f(k) =Pr{it =k} =aB* b for k > 0, (1)
k—1
F)=Prr <k}=a) Bb=1-aBe 2)

i=0
U) 2" +upaz" - +uiz+ug @)
V(@) v+ vt vzt oo
wheree is ann-dimensional column vector with all the entries equal to 1 higlthe (n x n) identity
matrix. A DPH distribution is a non-negative, discrete distribution ¢tep, ... }.

Since the degree of the denominaty) in (3) equals the order, and the degree of the numerakfz)
is at most:. Due to the constraintg = 0 (because is a factor of the numerator) aid, u;/ ) ;v; =1
(becauseF(1) = 1), it turns out that a DPH has at mast; = 2n — 1 degrees of freedom. However, its
representation ha8; = n?> —n + (n — 1) = n® — 1 free parameters:f — n in matrix B andn — 1 in
vectora). Therefore, the matrix representation is very redundant with respect to the degrees of freedom,
and it is reasonable to look for minimal representations.

F(z) = E{z"} = za(l —zB) b =

2.1. Properties of DPHs different from CPHs

A number of properties of the DPH family have been derivdd@}. Moreover, the DPH family inherits
many properties from the CPH familg], for which a more extensive literature exifs7,12,14]
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However, when DPHs and CPHSs are used to approximate general distributions to transform a non-
Markovian process into a DTMC or a CTMC over an expanded state space, a very crucial feature is to
keep the order of the DPH or CPH distributions as low as possible, since the order affects multiplicatively
the size of the expanded state space. Hence, it is very important to establish to what extent the propertie
of the family are dependent upon the order.

A well known and general result for CPH distributigdg is that the squared coefficient of variation
(cv®) of a CPH of order is not less than Az, and this limit is reached by the continuous Erlang(Cg),

(or Gammaa, n)) distribution of ordern (independently of the parameterand hence independently of
the mean of the distribution).

The simple relation, established[®], to compare the CPH and DPH classes, preserves the mean but
not the coefficient of variation. Hence, in the case of the DPH family the consideration about the minimal
coefficient of variation requires a more extensive analysis, and it is defer&ettmn 4

However, it is trivial to show that the mentioned property for CPHs does not hold for DPHs. In fact, it
is clear that for any order, the DPH with representatioi, B) given by

0100..0
0010..0

a=[1,0,...,0], B=| e (4)
000O0..0

represents a deterministic time to absorptioa n, with cv = 0. Hence for any order there exists at
least one DPH witltv = 0. In order to emphasize other differences, we carry on a simple comparative
example on a 2-CPH versus a 2-DPH.

Example 1. Let 7c andtp be the CPH and DPH r.v. shown kg. 1, with representationéy, A) and
(a, B), respectively

—A1 A

=[1, 0], A =
v =[1.0] [O n

] «=[1,0] B:[l_ﬁl Pr ]

0 1-p

The meann, the variance? and the squared coefficient of variatios? of 7c andtp are given below:

1,1 1,1 ,_ 1.1 ,_ 1 1.1 1
mc=_— ) mp = —- P Oc= > PR Oop = —& — = o T T
A A2 B B ¢ A2 as b B B B B
R B I Y Y S 5
©Tmi T Ga+a)? ° T md (B1 + B2)?

1 0 1 0

: A : A2 : Eﬁl Eﬁg :

1-81 1-p5

Fig. 1. Two-state CPH and DPH structures.



A. Bobbio et al. / Performance Evaluation 54 (2003) 1-32 5

Both distributions are characterized by two free parameters: the CPK, py,j, the DPH by 1, 8).
First, we suppose to fix the value f and 81, and to find the valug ™ and 3" that minimize the
squared coefficient of variation (8). The values.J"" andg"" are obtained by equating to 0 the derivative
of cv? with respect to., andB,, and are given by

B1(2+ B1)

2—B1
where 0< 85, 81 < 1. The minimal coefficient of variation of the CPH structure is obtained when the
parameters.; and i, are equal, while the DPH structure exhibits the minimal coefficient of variation
when, in generalB; differs from g,.

In order to investigate the dependence of the minimal coefficient of variation with respect to the
mean, let us assume that the two free parameters of the considered struct@resage and (B2, mp).
Rearrangind=qg. (5) we have

)Lgﬂn = A1, ﬂzmin —

Ao B2 2—2mchr + maa’
rM=—, Br=—"—"-, cvg = 2,2 =2,
mcho — 1 mpPz —1 meh;
2_92 _ 2 2 p2
D 2 p2
mp B3

For a given meann{c andmp), the minimal coefficient of variation is obtained by equating to 0 the
derivative ofcv? with respect tov, andg,, respectively. It is obtained

2 2

min __ min __
)‘2 - ’ 2

mc mp ’
where as a result of the given initial probability vector(lthe meannp > 2 andﬂg‘"‘ < 1. Substituting
this value into(6), we obtain

)\.1 = —, C‘U(z: =
mc

NI

2
s = —, C =z — —.
:31 mp UD 2 mo
In the CPH case, the minimal coefficient of variation is obtained (as in the previous case) wher
and itis independent of the meag. In the DPH case, differently from the previous case, the minimum is
attained whemB, = 8, (discrete Erlang distribution D2/m, 2)), but the value of the minimum depends
on the meamp.

3. Acyclic-DPHs

Definition 1. ADPH is called acyclic-DPH (ADPH) if its states can be ordered in such a way that matrix
B is an upper triangular matrix.

By Definition 1, a generic ADPH of ordet is characterized by = (n° + 3n — 2)/2 free parameters
(n(n 4+ 1)/2 in the upper triangular matri2 andn — 1 in the initial probability vector).

Definition limplies that a statécan be directly connected to a stétenly if j > i. In an ADPH, each
state is visited only once before absorption. We definalaorbing pathor simply apath, the sequence
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of states visited from an initial state to the absorbing one. In an ADPH of erdbe number of paths
is finite and is at most”2— 1. The length of a path is the (integer) number of states visited via the path
before absorption.

Thekth path,r, of length? < =, is characterized by a set of indices, representing the states visited
before absorption

l<x;j<n Vj:l1<j<l{,

X< Xip1 Viil<j<l{,
re = (x1, x2,...,xp) suchthat ’ ’ )
b >0 Vj:l<j<e¢,

Xj,Xjr1

b)([,ﬂ+l > 09

where the last two conditions mean that in a path any two subsequent indices represent states that ar
connected by a direct arc (non-zero entry in Bienatrix), and the last index represents a state that
is connected by a direct arc to the absorbing state- 1). Note that the path description,, defines
explicitly the initial state of the underlying DTMC. The below defined quantiti®;), F(z, r)) are all
conditional to the initial statéx,).

Assuming that the underlying DTMC starts in state with indgxthe pathr; in (7), occurs with
probability

bx‘ Xj+1
Poro) = [ 722, ®)

and the generating function of the time to arrive to the absorbing state through, &th

14

1-b, .
Flor = [ G s ©)

=1 1—=bya2

P(ry) is the product of the probabilities of choosing the consecutive states of the path(ang)
is the product of the generating functions of the sojourn times spent in the consecutive states of the
path.
Let L; be the set of all the paths starting from stafee., for whichx; = i). The generating function
of the time to absorption assuming the DTMC starts from state

Fix) =Y Pro)F(. o),

ry€L;

where it is clear fron{8) that) _ P@ry) = 1.

I
Corollary 1. The generating function of an ADPH is the mixture of the generating functions of its paths
(see alsd8]):

Faopr(2) = Y& Y Pro)F(z, o). (10)
i=1

rr€L;
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Fig. 2. An example of ADPH.

Example 2. Let us consider the ADPH iRig. 2, with representation

a:[oel Olz], B=|:003 82:| (11)

Three different paths can be identified to reach the absorbing state. The paths are depiicte8land
have the following structure:

e 71 is a path of length 1 starting from stateElgs. (8) and (9applied tor; provide

b13 2 (1 — bll)Z O.7Z
P = = — = = .
W=, TeWEaT, T 10
e 15 is a path of length 2 starting from stateHqs. (8) and (9provide
b12 b23 5 (l — b11)Z (1 — bzz)Z 0.7z 0.4z
P = = =, ]: s = = .
0 = by 7 &r) = o T b 1-031-06:

e r3is a path of length 1 starting from stateEys. (8) and (9provide

(11— ba)z . 0.4z
1-— bzzz o 1-— 0.62.

bo3
=1 =
= b , F(z,r3)

P(r3) =
From (9) and fromCorollary J, it follows that the generating function of the time to absorption does
not depend on the particular order of the geometrically distributed sojourn times. Hence, we can reorder
the eigenvalues (diagonal elements) of the mdrirto a decreasing sequenge> g, > --- > ¢g,. For
the sake of convenience, we define the symbols: (1 — ¢;) which represent the exit rate from state
Since the sequence of thes is in a decreasing order, the sequence ofitheis in an increasing order:
PL=Pp2=:" = Dn.

@Wog—o

0.3 0.6

Fig. 3. Possible paths of the ADPH Big. 2
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Any pathr, can be described as a binary veaipe= [u;] of lengthn defined over the ordered sequence
of theg;’s. Each entry of the vector is equal to 1 if the corresponding eigenyaigg@resent in the path,
otherwise the entry is equal to 0. Hence, any patbf length£ has¢ ones in the vectou,. With this
representation any path is characterized by a unique binary numbeiul < 2" — 1.

Definition 2. A pathr, of length? of an ADPH is called dasic path(basic serief3]) if it contains the

¢ fastest phaseg, 11, - .., 9u—1, ¢u- The binary vector associated to a basic path is called a basic vector
and it containgn — £) initial 0's and¢ terminal 1's, so that the unique binary number of a basic vector
is #u, = 2t — 1.

Theorem 1. The generating function of a path of an ADPH is a mixture of the generating functions of
its basic paths

Proof. The following lemma gives the basic relationship to prove the theorem.

Lemma 1. The generating function of a phase with paramegecan be represented as the mixture of
the generating functions of a phase with parametef and a sequence of two phases with parameter
andgi1.

The above lemma is a consequence of the relationship

1-gi)z (1—giv1)z 1-9)z (1 —gqir1)z
= w; + (1 —w) ;
1-gqz 1-ginz 1-giz 1—gqiqz

(12)

wherew; = (1 —¢;)/(1 — g;+1), hence O< w; < 1.

A path r; is composed by geometric phases according to its associated binary ugcftarting
from the rightmost component of. which is not ordered as a basic pabe(inition 2), the application
of (12) splits the path into two paths which are enriched in components with higher indices. Repeated
application of(12) can transform any path in a mixture of basic paths. Cunf3inhas provided an
algorithm which performs the transformation of any path into a mixture of basic paths in a finite number of
steps.

Example 3. Letn = 5 and letr;, be a path of lengtli = 2 characterized by the binary vectoy =

[0,1,0, 1, O] (corresponding to the phases with parameterand ¢4). By applyingLemma 1to the
rightmost phase of; (phase 4), the associated binary veatpran be decomposed in a mixture of two
binary vectors one containing phase 5 and the second one containing the sequence of phases (4,5). Thi
the original path is split into the mixture of the following two paths:

[0,1,0,0,1],

~10,1,0,1,0
U =1[0.1.0.1, ]:{[0,1,0,1,1].

Now for each obtained binary vector, we take the rightmost phase which is not already ordered in
a basic path, and we decompose the corresponding path into two paths accorliqg(1®) The
complete decomposition tree is shown next, where all the final binary vectors are basic vectors according
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ap

aj as
gﬁlgm T gpn:
G q2

4n

Fig. 4. Canonical form CF1.

to Definition 2

0.0.1,0,1] [0,0,0,1,1]
=2 10,0,1, 1, 1]
[0,1,0,0,1] 0.10.11] [0,0,1,1,1]
u=1[0,1,0,1,0] = [0,1,1,0,1] T [0,1,1,1,1]
[0,1,1,1,1]
[0,0,1,1,1]
[0,1,0,1,1]
[0,1,1,1,1]

Corallary 2 (Canonical form CF1) Any ADPH has a unique representation as a mixture of basic paths
called canonical forml (CF1). The DTMC associated to the CHs given inFig. 4, and its matrix
representation(a, P) takes the form

g1 pr 0 O ... O
0 q2 P2 o ... 0

a:[alaa2’~~"an]’ P= . . . . . (13)
0 0 0 O ... g

withY Ta; =1andp; < p2 <--- < p,.
Proof. The corollary is a direct consequenceldfeorem 1 O

Due to the particular structure of the matrix (b3), the relevant elements can be stored into an
n-dimensional vectop containing thep;’s, so that we will use the notatia@, p) as the representation
of a CF1, where andp aren-dimensional vectors (where€a; < 1,0 < p; < 1).

Example 4. The transformation of the ADPH dfig. 2 into the canonical form CF1 proceeds along
the following steps. We first order the eigenvalues of the m&tixto a decreasing sequence to obtain:

g1 = by, = 0.6 andg, = b1; = 0.3 with g1 > ¢2. Then, any path is assigned its characteristic binary
vector. If the binary vector is not in basic form, each path is transformed into a mixture of basic paths by
repeated application ¢fL2), along the line shown iExample 3 Since the ADPH of-ig. 2is of order

n = 2, we have two basic patlis = [0, 1] andb, = [1, 1].

Pathr;. The associated binary vectonig = [0, 1] and is coincident with the basic path. Hence

F(z, r1) = Fz, by).
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ug = [1,0] wy : OP_,Q b, = [0,1]
O——@ '
O n :> q@>

0 1—w;: O_.O by = [1,1]
P P2
e

4

Fig. 5. Transformation of the path.

Pathr,. The associated binary vectonis = [1, 1] and is coincident with the basic pdth. Hence
Flz, r2) = F(z, by).

Pathr;. The associated binary vectouis= [1, 0] and is hot a basic path. Henegimust be transformed
in a mixture of basic paths as shownRiy. 5. Application of(12) provides

F(z,r3) = wiF(z, by) + (1 — w1) F(z, b2)
with wy, = p1/p2 =4/7.
The generating function of the ADPH can be finally written as

F(2) = a1[ P(r1) F(z, r1) + P(r2) F(z, r2)] + a2 P(r3) F(z, r3)
= a1 P(r1)F(z, b1) + a1 P(r2) F(z, b2) + a2 P(r3)wiF(z, b1) + a2 P(r3) (1 — w1) F(z, b).

(14)
Eq. (14)can be rearranged in the following CF1 form, with= (301 + 3a), andaz = (301 + 3a):
F(2) = a1F(z, by) + a2 F(z, by). (15)
The DTMC associated to the obtained CF1 is depictdeign 6, and its representation is
a=[a1 az2], p=[04 07]. (16)

3.1. Properties of canonical forms
Property 1. The CF1 is a minimal representation of an ADPH.

In fact, the number of free parameters of a CF1-ADPH of ordisrNs = 2n — 1 and is equal to the
number of degrees of freedoNy; computed from(3).

C ,uzon- O
U()AO 7

0.6 0.3

ay

Fig. 6. Canonical form of the ADPH dfig. 2
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Given a canonical form CF1 of ordeand representatiof@, p) (Fig. 4), the mean, the second moment
and the probability generating function are expressed as

m=3ay L )
i=1 =i Pj

iz Za, Z(——i>+ Eall (19

pj pj j=i

F) = Za{[ (1 p})z (19)

Even if the canonical form CFL1 is the simplest minimal form to use in computations, sometimes it can
be more convenient to have a minimal representation in which the initial probability is concentrated in
the first state. Borrowing terminology from the continuous 8%ewe define the following.

Definition 3 (Canonical form CF2). An ADPH isin canonical form CHd. 7) if transitions are possible
from phase 1 to all the other phases (including the absorbing one), and fromi fhase < n) to phase
i itself andi 4+ 1. The initial probability is 1 for phase= 1 and O for any phase 1.

The matrix representation of the canonical form CF2 is

qgn €C1 C2 €3 -+ Cp-1
0O ¢g pp O --- O

a=[1 0 --- 0], B=| ] ] ] ) . (20)
0 0 0 0 --- g1

It is trivial to verify that CF2 is a minimal form and that the equivalence of distributions of the time to
absorption between CF1 and CF2 is established by the following relationship:

Ck = Ak Pn- (21)

Definition 4 (Canonical form CF3). An ADPH is in canonical form CH3id. 8) if from any phase
(1 < i < n) transitions are possible to phaseself,i + 1 andn + 1. The initial probability is 1 for phase
i =1 and O for any phase# 1.

Fig. 7. Canonical form CF2.
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An Gn—1 Gn—2 q1

Fig. 8. Canonical form CF3.

The matrix representation of CF3 is

K 0O 0 --- 0 07
0 g1 €, 0 --- 0 O
a=[1 0 --- O], B=|: P E (22)
0 0 0 0 - ¢ €
| 0 0 0O 0 .--- 0 q1]

Itis also easy to verify that CF3 is a minimal form and that the equivalence of the distribution of the time
to absorption between CF1 and CF3 is established by

: , ai Si—1
si:jX_;aj’ ei:s_ipi’ €i=S—l_pi-
In CF3 the phases are ordered according to decreasing sojourn time. A path throughithbdass of
a CF1 is represented by a path through the fitases and a jump to the absorbing state in CF3.

4. Comparingthe minimal coefficient of variation for CPH and DPH

It has been shown i®ection 2.1that a deterministic distribution witbv = 0 is a member of the
DPH as well as the ADPH clagg), and moreover that the minimedb depends on the mean. Since the
flexibility in approximating a given distribution function may depend on the range of variability of the
coefficient of variation, in this section we compare the CPH and DPH families from the point of minimal
coefficient of variation. For this purpose we recall the theorem that describes the minimal coefficient of
variation for the DPH clasg.8].

To state the theorem, the following notation is introduag@z ) is a DPH of order with meann. Given
a real number, definel(x) = x| the integer part ok and R(x) the fractional part ok, respectively,
i.e,x=1I(x)+Rx),0<R(x) <1.

Theorem 2. The minimal squared coefficient of variatiar?, ., of a DPH r.v.,(m) of order n with
mean m is

R(m)(1— R(m)) it m < n

i (mm) =1 1 1™ (23)
- — — if m > n.
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0 0 R(m) 1-R(m) 0

Fig. 9. MDPH withm < n.

The DPH which exhibits this minimabtis referred to as MDPHand has the following structurgn
CF1 form):

e if m < n: p; = 1, Vi and the non-zero initial probabilities are,_;.,,) = R(m) and a,_jm)+1 =
1— R(m) (Fig. 9);

e if m > n: p; = n/m, Vi and the only non-zero initial probability i5 = 1 (discrete Erlang distribution
DE(n/m, n)) (Fig. 10.

CommentThe MDPH structure is uniquely specified given the ordend the meam. The MDPH
structure withvn < n is the mixture of two deterministic CF1-ADPHSs with lengtfm) + 1 and initial
probability R(m) and with length/(m) and initial probability 1— R(m). This structure derives from the
following identity: if x isreal,x = R(x)(I1(x)+1)+ (1— R(x))I(x). Hence, fomn < n, the corresponding
MDPH structure has an effective ord&rm) + 1, being the initial probabilities from state 140- I(im)
equal to 0. Hence, in contrast with the continuous case, increasing the order heyondloes not have
any effect on the minimadv. The casen > n is more similar to the CPH case, and tends to be equal to
the CPH case a8 — oo.

Theorem 2combined with the well known result §f] (the minimalcv? for a CPH of order: is equal
to 1/n independent of its mean), offers the possibility of comparing the variability of the CPH and DPH
families.

For fixed m, as the ordem increases beyond > m the minimalcv? of the DPH remains un-
changed, while the minimatv? of the CPH decreases agnl Hence, givenn a valuen = nc can
be found, such that the minimal? of the CPH of orden is less or equal then the minimed? of
the DPH of the same order. Recallikg). (23) the value ofuc is the smallest positive integer which
satisfies

1 R(m)(1—R(m))
< .

ne m?2

(24)

It is clear from(24)that if m is integer,R(m) = 0 andnc — oo. Using the relatiom: = I(m) + R(m),
in Eq. (24) we can find the value aR(m) that minimizeg(24), for any positive integef(m), and the
corresponding minimal value at.

1 0 0
n il T n

g gﬁg SH g ;H

it g

n
1 m

Fig. 10. MDPH withm > n.
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Table 1

Values ofnc, ;. as a function of the integer part of the mefdm)
I(Wl) N Cin
1 8

2 24

3 48

4 80

5 120

Setting the derivative ofc with respect taR(m) to zero withI(m) = constant, we get

dnc . I(m)

=0 iff Rm)= ———.

dR(m) R = T 21 0m)
From which the minimal value afc, corresponding to any mean with integer part equdlito), is given
by

NG = A (m)(1+ I(m)) (25)
FromEq. (25)we can geffable 1which gives us the minimal order.,,, as a function of the integer part
of the mean/(m) for which the CPH class provides a minintaf less than the DPH of the same order.

Example 5. Fig. 11shows the minimatv? as a function of the number of phases for the DPH family
versus the CPH family, when the meamis= 4.5. (Note that irFig. 11, m < n whenn > 5.) According
to Theorem Zhe minimalcv? for the DPH class remains unchangedf(,, = 1/81) forn > 5, while the
the minimalcv? for the CPH classap?, | = 1/n) decreases to 0 as— oo.

Application of Eq. (25)tells us that ifi(m) = 4 (i.e., the mean is any valuedm < 5), the minimal
number of phases for which the CPH has/aless than the DPH ig¢,, = 80, corresponding to a mean

m = 4.444. ...

1.2 T T T T
DPH &
CPH +
10+ -
08k o |
0.6 —
04 o .
+
0.2 * +
. _ + |
& + + + 1
0 | ¢ o o & o &
0 2 4 6 8 10

Fig. 11. Minimal squared coefficient of variation far= 4.5.
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0.3 T T T T T T T

0.25 - 1

1 . -

0.05 4

Fig. 12. Minimal squared coefficient of variation for= 5.

Letus now consider the dual case, in which we fix the ond€ve already know fronfable 1thatifn <
ne,,, N0 CPH can have a minimald? less than the DPH. However,if increases with fixed, we arrive
in a situation in whichn > n, and applying the second part(@3)we see thatv2, — 1/n asm — oo.
Hence, as increases, the behavior of the DPH class tends to be similar to the one of the CPH class.

Example 6. Fig. 12shows the minimatv? as a function of the mean for a DPH of ordee= 5. Note
that form < n(= 5), cv?,, equals zero for any: integer, anctv?,, . tends to the value of the CPH class
(1/n) asm — oo.

5. A fitting algorithm for parameter estimation

We describe a fitting algorithm for estimating the parameters of an ADPH in CF1 form, based on
the ML principle[3,4]. We first derive the closed form expression for the pmf both inzttransform
domain and in the time domain, and for its derivatives with respect to the model parameters, then the
implemented ML estimation algorithm is briefly sketched. The range of applicability of both techniques
is finally discussed.

5.1. The probability mass function

The generating function of a CF1-ADPH withphases and representati@ p) is provided in(19)
and may be written as

F@) =Y aF@), (26)

i=1
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whereF" is the generating function of a path of lengih— i + 1) from phase to (n + 1), and is given by

i) _ b 1- qk
FOz) = 1:[ = (27)
Leto; (0; < n — i+ 1) denote the number of distinct eigenvalues out of thdge; .1, ..., g,} and
let us further denote big!’, 45, ..., 4{) the o;-dimensional vector of the distinct eigenvalues and by
md, m(’)) the vector of thelr multiplicities. With this notationa,” is the multiplicity ofg'”
andz i 1m(’) — 1+ . Eq. (27)can be rewritten as
oi (11— (1)) @

F@ =]

j=1(z7t
After a partial fraction decomposition, we have

7@ = 2:23

-1 —
jlll(

_ &5’))17!1 )

(1) j (1) l

P ZZ P (28)

jlll

Wherec(‘) (je{l,2...,0andl € {1,2,..., n%g.")}) are coefficients determined by the partial fraction

decomposﬂion. I43], a recursive algorithm is proposed for the computation of the coeffi&i#hts
Using the fact that the-transform of a series like

. if 0<k<l,
Mo =1 k=DE =2 k=0=1) o oy iy
(- 1)
is
H(Z)Z(l——qz)l

(h(k) is the geometric series for= 1) the inverse 0f28)is

f(i)(k) — Z’: (z)(q]l))k 1 + Z (z) (k 1)(k (2) 1)('k (l - 1))( (1))k —1 i k > 1’ (29)
j=1

which is the conditional pmf of absorption irsteps in staté: + 1) assuming that the chain started from
phase. Applying (26), the unconditional pmf of absorption insteps becomes

[ =Y "aifOk). (30)
i=1

In the time domain, the pmf of the time to absorption is obtained ffbm
f(k) = aP**p,, (31)

wherea andP are given in(13), andp,, is arn-dimensional column vector whose first- 1 elements are
equal to 0, and theth element is equal tp,,.
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5.2. The derivatives of the probability mass function

In order to solve the non-linear constrained optimization problem that arises from the application of the
ML principle (se€Section 5.3, the derivatives of the pmf with respect to the parametgrs) are needed.
Because the pmf depends linearly on the entriesg tife derivatives with respect to these parameters are
immediate. In order to express the derivative of the pmf with respeef,tave rearrang¢l19).

f(Z):OZ_l_p—]j-_i_ijClz 1_[ + Z azl_[ _1 s (32)

i=1  k=ik#j i=j+1 =i

where the second term of the r.h.s. does not depeng} ofhe derivative o{32) with respect top; is

z71 q)z]z 1_[

[ 1
N
apj < qj = k= tk;ﬁj

|:Z a; F(z) — Z a; F9 (Z)i| (33)

whereF? (z) is given in(27). The second term in the r.h.s. may be interpreted as the generating function
of a CF1-like model that is obtained by adding one further phase, with exit probahiliagnd null initial
probability Fig. 13 to the original CF1 model. Hence, any algorithm that can be used to evaluate the CF1
structure ofFig. 4, can be utilized to evaluate the derivatives with respect tgtfaetors as irFig. 13

Using the partial fraction decomposition method, the coefficients of the augmented m&dg| D8
may be calculated by iterating the same recursive algorithm described §&rlieist one step more.

Using the matrix formulatiorf31), the time domain equivalent ¢83) becomes

ftky 1
p;  pj

0F(z)

pj

[aP*1p, — & (P)" p;4]. (34)

wherea (&%) is a row vector of length (n + 1) with elementg; = af = a;if1 <i < j,anda; =a =0
otherwisepy  , is a column vector of length + 1 with elementp; = 0if1 <i <n, p;,, = p;, and

l-p1 m 0 7
0 1-p2 p2 0
P = 0
0 1-pa Pn

| 0 0 1-p;_

a) a2 Gp 0
EE%?I%E?Q g%pngipj

Fig. 13. Structure used to determine the derivative with respget.to
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is the transition probability matrix that is obtained by adding one more transient phase to the original
CF1 structure as ifig. 13

SinceP andP;} (j = 1, ..., n) are upper triangular matrices whose only non-zero elements are located
in the main diagonal or in the first (upper) subdiagonal the numerical solutieg®f(31) and (34does
not require the complexity of a general vector matrix multiplication algorithm.

5.3. ML estimation

Letd = ¢1,..., ¢, be a set ofv integer data samples. Valuesdnmay derive from experimental
observations or from the discretization of a continuous cdf. Let us déramep the ML estimators of
a andp, respectively. The likelihood function has the form

L, ap =[] f@.ap.
i=1
The estimation problem consists of finding the parametarg) such that the likelihood function
L(d, a, p) is maximal, under the constraints of the CF1 form

e 0<pi<pr<---=<p, =1,
e a; >0, Z?zlai:l.

The estimation problem is then formulated in terms of a non-linear constrained optimization problem,
that is solved by resorting to an iterative application of a linear programming algorithm. The logarithm of
the likelihood function is linearized around the current point by means of a first order series expansion:
dlogL(, a, dlog L(¢, a,

9L&.a.p) 1 dI0GLb.aP) ¢
da p
Given an initial guesay, po, L(d, &, p) is linearized according t85) and linear programming is used to
find the maximum of the linearized function inside a small box aragngy according to the constraints.
The solution of this step is used as the initial guess in the subsequent step of the iterative procedure

and the procedure is iterated until a preassigned tolerance level is reached or the maximum number o
iterations is exceeded.

logL(db,a+ A, p+ A) =logL(d,a p)+ (35)

5.4. Comparison of the algorithms

The z-transform algorithm is based on a partial fraction decomposition method appliegstq27)
and (28)for the computation of the pmf, and Exy. (33)for the computation of the derivatives. The most
time consuming and unstable part of the algorithm is the evaluation of the coeffiqﬁ’érimS(ZS). The
instability comes from the fact that when two eigenvalues tend to be equal, the associated coefficients grow
unboundedly, and when the eigenvalues are coincident the expression of the partial fraction expansior
changes.

During the iterative estimation procedure fhparameters may become closer, and a criterion should be
set to decide whether two close eigenvalues are “coincident” and to modify the partial fraction expansion
accordingly. Practically, a small quantitys assigned, and when the difference between two eigenvalues
becomes less thanthey are considered to be coincident. However, this procedure introduces numerical
instabilities and inaccuracies.
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Once the coeﬁicientsj(,i) are determined, the evaluation of the pmf and of its derivatives even for a
largek can be done recursively at a very low computational cost.

On the other hand, using the time domain analysis, the pmf is evaluated thEgugB1)while the
derivatives are evaluated throuBly. (34) The solution of both equations requires a vector matrix mul-
tiplication that must be replicatédtimes. Due, however, to the very special and sparse structure of the
involved matrices and vectors a very specialized algorithm can be used. Moreover, since all the entries in
the vectors and matrices are non-negative numbers less than 1, the vector matrix multiplication remains
very stable for any value df. Of course, in this case, the complexity of the algorithm increases with
k. Hence, the time domain algorithm is much simpler to be implemented, more stable and faster. Only
when the time spak over which the solution is required becomes very high, the use afttensform
algorithm may be justified.

We have implemented and experimented both algorithms, but, since the time domain computation
proved to be more applicable for high number of phases, the results we show in the next section are all
obtained by means of the time domain algorithm.

6. Approximating continuous distributions

When using ADPH distributions to approximate random variables arising in practical problems, there
are cases in which a discrete sample of data points is directly derived from the application. But there are
also cases in which the distributions to be approximated are not discrete. For example, ADPH distributions
can be utilized to approximate continuous distributions.

The ADPH approximation of a continuous distribution requires two steps:

(1) The distribution is discretized according to a given discretization step. Indeed, discrete samples and
associated mass probability values are generated.
(2) The ADPH estimation algorithm is run over the discrete sample provided in the previous step.

The discretization of a continuous distribution is a delicate step that introduces errors, and the amplitude
of the introduced errors is mainly related to the size of the discretization interval. Therefore, the role of the
discretization interval and its impact on the goodness of fit of DPH estimation algorithms is investigated
in the following sections.

6.1. The role of the discretization interval

There are several ways to “discretize” a general distribution, i.e., to assign a probability mass to the
elements of a discrete, finite (ordered) Set= {xq, x2, x3,...} (Wherex; < x2 < x3 < ---). The
most common case of discretization is when the elements of the discrete set are integer multiples of a
discretization intervald), i.e.,x; = i3.

Given a r.v.X whose cdf isFx(x), a simple rule for discretizing’x(x) over the discrete s&8 =
{x1, X2, x3, ...} is to use the following:

pi=pe () < (TH) i ana = (252, (36)

where p; is the probability associated with. This discretization does not preserve the moments of the
distribution.
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Since there are various potential ways to discretize a given distribution function, here we try to provide
some general guidelines.

In general, the smaller is the discretization interval the closer is the discretized distribution to the
original one. Hence, on the one hand, the discretization error decreases by decreasing the discretizatio
interval: this remark suggests the use of a sédln the other hand, the discretization interval changes
the scale of the representation. IndeedXédte the original (non-negative) random variable expressed in
a natural time unit (e.g., seconds); its discretized counteiad expressed id unit. For any reasonable
discretization procedure, we must have

E(X') ~8EXY, i>1, (37)

being E(X’) and E(X)) theith moment ofX and X, respectively.

Eqg. (37)shows that a discretization procedure modifies the mean of the distrilgiah ~ SE(Xq))
(since the mean of the discretized distributios isnes lower than the mean of the original distribution),
but leaves (almost) unchanged its coefficient of variatmiX) ~ cv(Xg)). Since the minimatv of a
DPH distribution is a function of its mean the chosen discretization interval may play a significant role
in the variability of the DPH and, hence, in the goodness of the fit.

6.1.1. Bounds of the discretization interval

The following considerations provide practical upper and lower bounds to guide in the choice of a
suitable discretization intervd| and are mainly based on the dependence of the minimal coefficient of
variation of an ADPH on the orderand on the meai.

Since we only consider DPH distributions with no mass at zero, the mean of any DPH distribution is
greater than 1, which means th&should be less thaf(X). However, given the number of phasgsn
order to completely exploit the flexibility associated with thphases, a better upper bound is

5 < E(X)
“n-—1
If the squared coefficient of variation of the distribution to be approximatedX 4)) is greater than /n
(i.e.,cv’(X) ~ cv’(Xq) > 1/n), any small value o8 provides a suitable discretization interval. Instead,
if cv?(X) ~ cv?(Xg) < 1/n, in order to allow the ADPH to reach this low coefficient of variation (lower
than the bound of any CPH as establishefli), § should satisfy the following relation:

5>(%—w%m>an (39)

based on the theorem about the minimabf ADPH distributions §ection 4.

The effect on the goodness of the attainable approximation of different discretization intéjvals (
illustrated utilizing a Lognormal distribution with parameters (1, 0.2), whose mean isd&isi0.0408
(this Lognormal distribution is the test case L3 of the benchmark considef&etiion 7.

Fig. 14reports the discretized Lognormal distribution together with the best fit ADPHSs of erge,

4, 8, 12 and 16 (only fof = 0.025) obtained applying the ML algorithm, for two different values of
the discretization interval = 0.05 andé = 0.025. The discretized mass of the continuous Lognormal
distribution atks is (F(k8) — F((k — 1)8))/8, whereF(z) is the cdf of the Lognormal distribution. Note

that the discretized distribution is a function of the discretization interval. The lower and upper bounds
of 8§, computed fronEgs. (38) and (39)are reported ifable 2as a function of the order of the ADPH

(the same ordens = 2, 4, 8, 12 as irkig. 14are used).

: (38)
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Fig. 14. Effect of changing the discretization step.

Upper and lower bound faras a function of the order

21

n Lower bound of Eq. (39) Upper bound of Eq. (38)
4 0.2092 0.333
8 0.0842 0.1429

12 0.0425 0.0909

16 0.0217 0.0667
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Fig. 15. DPHs with different discretization steps vs. CPH.

In Fig. 14 it can be seen that whérns less than its lower bound the required lowcannot be attained;
while whené is in the proper range (e.gi,= 12;5 = 0.05 andn = 16;§ = 0.025) a reasonably good
fit is obtained.

Fig. 15depicts the cdf and the pmf of three PH distributions approximating distribution L3 using differ-
ent discretization steps (0.1,0.05,0.025). The figure shows the cdf and the pdf of the original distribution
and the approximating CPH as well. (When plotting the pmf the probabilities of the approximating PH
distributions are multiplied by /8 in order to have the values in the same range. This is done to illus-
trate in a single figure how the mass functions with different discretization steps follow the shape of the
original continuous curve and where the CPH approximation is located compared to them.) All the PH
distributions have eight phases. Having 0.1 as discretization step eight phases are enough to capture tf
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Table 3

Minimal number of phases as a functionsof

8 E(Xq) cv?(Xyq) Minimal number of phases needed
0.1 9.9649 0.04164 8

0.05 19.9136 0.04101 12

0.025 39.8079 0.04086 16

low cv of the distribution L3 Table 3, this DPH approximation follows the steep changes of the pdf and
the cdf as well. As the discretization step is decreased the discrete approximation is getting worse and is
approaching the continuous approximation.

6.1.2. The required number of phases with a given discretization step

In Fig. 14 it is also visible that the lowes we use (the higher the mean of the discretized distri-
bution with respect to the discretization interval) the more phases are needed in order to achieve the
same goodness of fit. In fact, according to the theorem giveSention 4about the minimatv of the
ADPH family, more phases are needed to attain a given coefficient of variation. The minimal num-
ber of phasesn( that are needed to reach a giverf when the mean i€£(Xy) is given by the next
expression

E(Xq) . > R(E(Xq)(1— R(E(Xg)))
n>— if cv > > .
i (Xg)E(Xqg) +1 E(Xq)

Table 3reports, for the Lognormal distribution Bfg. 14 the mearE (X4) and the coefficient of variation
cv?(Xy) of the discretized distribution together with the minimal number of phases needed to reach the
coefficient of variation of the original distribution® = 0.0408), as a function of different discretization
steps.

Table 3also shows how the discretization modifies the mean antithga function of the discretization
step.

7. Examplesfor the estimation process

This section reports the results of the numerical experiments that have been carried out to test the
goodness of fit of the proposed ML fitting algorithm. The experiments are based on a benchmark
(composed of continuous distributions only) already proposdd]ino test the goodness of fit of al-
gorithms for CPH distributions (the origin and the motivations behind the proposed benchmark are
discussed i¥]). Hence, the present results allows us to compare the features of the discrete and the CPH
fitting.

Table 4summarizes the distributions that compose the benchmarkabte 4 the continuous expo-
nential distribution has been added, which was not present in the original benchnjdfksimce the
continuous exponential is not a DPH distribution.

Since in our experiments we have to approximate continuous distributions, we have to discretize them
before approximation. In the present experiments, we have used the following discretization method. We
conventionally assume that the largest sample in the discretized distribution corresponds to the discrete
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Table 4

Test cases of the benchmark

Density Symbol Numerical cases

Weibull

B\ s
="t <,> o W1 n=1p=15
n\n

W2 n=18=05

Lognormal

log(r 2/2)?

f(l‘) = Ut@exp[_%] L1 ¢ =1,0=18
L2 ¢=10=0.8
L3 ¢p=1,0=02

Uniform on(a, b) Ul a=0,b=1
u2 a=1,b=2

Shifted exponential

[ =1e"+ eVt > 1) SE

Matrix exponential

1

f@ = <1+ @) (1— cos(2nr)) e! ME

Exponential

fay =re EX =1

point closest tax where F(x) = 0.995, and we assign a probability mass to all points from % to
based on the rule i(86). As mentioned in the previous section, this discretization rule does not preserve
the moments, so that the moments of the discretized distribution (including the expected value) are not
coincident with the ones of the original continuous distribution.

For further reference let us dendté) f(-), Fa(-) fa(-), F(-) f(-) the cdf and pmf of the original distri-
bution, the discretized distribution, and the one resulting from the ML estimation algorithm, respectively.

According to[4], five different measures have been chosen to evaluate the goodness of the fit. The
five measures are defined Table § wherec1(F), c2(F) andcz(F) represent the first three centered
moments ofF(.).

While in[4], measures 4 and 5 were defined over continuous functions (as integrals over the support of
the distribution), inTable 5the discretized version has been reported. Hence, the first three measures in

Table 5
Measures for evaluating the goodness of fit

. e — ()
e = ——"—

1. Relative error in the first moment

alF)
— F
2. Relative error in the second moment &= lea(F) — co(B)]
ca(F)
—ca(F
3. Relative error in the third moment e3 = M
c3(F)
4. pmf absolute area difference D =3""1fad) = ()]

5. Minus cross entropy —H =37, falog(f (i)
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Table 5are computed between the original and the ML estimation, the last two measures are computed
between the discretized and the ML estimation.

7.1. Results

Fig. 16plots the results obtained for the 10 distributions of the benchmark in term of their pmf's. For
each distribution offable 4 Fig. 16reports the discretized distributiofa(-) (in solid line) and the ML
estimationsf (-), computed for CF1 with two, four and eight phases, respectively. The discretization step
is assumed = 0.1 in all the plots.

A detailed description of the measures obtained for all the distributions in the benchmark is reported
in Tables 6—10In each table, the measures are reported for CF1 of order 2, 4 and 8, respectively, and for
two discretization intervals, namely= 0.1 (as inFig. 16ands = 0.05).

Table 6
Relative error in the first moment
Distribution c1(F) Relative errog,
Two phases Four phases Eight phases
§=01 3 =0.05 §=01 3§ =0.05 §=01 3§ =10.05
w1 0.9027 0.0144 0.0352 0.0018 0.0142 0.0031 0.0043
w2 2.0000 0.5148 0.6417 0.5203 0.6705 0.5297 0.6711
L1 1.0000 0.2195 0.3703 0.3215 0.4721 0.3224 0.4945
L2 1.0000 0.0918 0.0339 0.0751 0.0794 0.0744 0.0758
L3 1.0000 0.0194 0.0226 0.0107 0.0337 0.0036 0.0072
Ul 0.5000 0.0904 0.0667 0.0996 0.0375 0.1000 0.0492
u2 1.5000 0.0308 0.0024 0.0215 0.0387 0.0014 0.0147
SE 1.5000 0.0148 0.0503 0.0238 0.0200 0.0355 0.0623
ME 1.0494 0.0706 0.0831 0.0709 0.1334 0.0709 0.0755
EX 1.0000 0.0181 0.0560 0.0170 0.0467 0.0176 0.0353
Table 7
Relative error in the second moment
Distribution Original distribution Relative errép
c2(F) (cv)? Two phases Four phases Eight phases
§=01 §=0.05 §=01 § =0.05 §=01 5§ =10.05
w1 0.3756 0.4610 0.1704 0.0402 0.0136 0.0497 0.0288 0.0262
w2 20.000 5.0000 0.9161 0.9600 0.9057 0.9618 0.9128 0.9629
L1 24.534 24.534 0.9282 0.9604 0.9347 0.9714 0.9350 0.9736
L2 0.8964 0.8964 0.4661 0.3977 0.4194 0.4510 0.4286 0.4392
L3 0.0408 0.0408 0.9922 10.405 0.9926 4.2794 0.9928 0.8861
Ul 0.0833 0.3333 0.6109 0.7544 0.1611 0.1915 0.0070 0.0522
uz2 0.0833 0.0370 11.479 10.308 4.2027 4.3402 0.5621 1.5680
SE 1.2500 0.5555 0.0890 0.1224 0.1732 0.2044 0.1873 0.2765
ME 0.9530 0.8653 0.3267 0.3765 0.1358 0.3561 0.3080 0.3190

EX 1.0000 1.0000 0.0396 0.1953 0.0773 0.2075 0.1246 0.1884
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Fig. 16. Probability mass functions of the discretized and the approximating ADPH distributions.
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Fig. 16. Continued.
Table 8
Relative error in the third moment
Distribution c3(F) Relative errog;
Two phases Four phases Eight phases
§=0.1 6 =0.05 §=0.1 6 =0.05 §=0.1 8 =0.05
w1 0.2468 0.7011 0.3739 0.0263 0.1875 0.0899 0.0723
w2 592.00 0.9917 0.9977 0.9889 0.9976 0.9902 0.9977
L1 16573 0.9995 0.9998 0.9995 0.9999 0.9995 0.9999
L2 3.1315 0.8061 0.7974 0.7833 0.8149 0.8053 0.8152
L3 0.0050 74.82 83.019 11.362 18.847 0.1713 2.1075
Ul 0.0000 0.3949 0.4090 0.2826 0.2987 0.2482 0.2625
u2 0.0000 8.5742 7.4103 4.8749 5.3990 3.3664 3.8605
SE 2.0000 0.1740 0.4032 0.4917 0.6468 0.4752 0.1260
ME 1.9929 0.4958 0.6240 0.1261 0.5418 0.5922 0.6278
EX 2.0000 0.0490 0.4366 0.1249 0.4579 0.3114 0.4689
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Table 9
Cross entropy
Distribution H Cross entropyd

Two phases Four phases Eight phases

§=0.1 3§ =0.05 §=01 8§ =0.05 §=01 § =0.05
w1 0.7869 0.7740 0.7868 0.7688 0.7810 0.7686 0.7803
W2 1.1546 0.8707 0.5096 0.8478 0.5061 0.8577 0.5138
L1 0.3745 0.1620 0.0866 0.1315 0.0420 0.1314 0.0457
L2 0.8756 0.8940 0.8284 0.8910 0.8256 0.9034 0.8257
L3 —0.2104 0.5300 0.5845 0.0982 0.2141 —0.1978 —0.1252
Ul 0.0000 0.1528 0.1822 0.0722 0.1016 0.0172 0.0562
U2 0.0000 1.0041 1.0071 0.5801 0.6525 0.2201 0.3280
SE 1.2950 1.3327 1.2820 1.2983 1.2382 1.2883 1.2287
ME 0.7277 0.9439 0.9049 0.9013 0.8712 0.8609 0.8201
EX 1.0000 0.9455 0.9317 0.9442 0.9312 0.9460 0.9286

For most of the cases the results of the discrete approximation are comparable with the results obtaine
from the continuous approximati¢#]. However, for the cases where the distribution has a low coefficient
of variation the DPH approximation shows a better fit, which is in line with the result on the minimal
cv of the ADPH class, discussed 8ection 4 As the relation between the ordeand the discretization
interval$ fits the bounds established$ection §the ADPH approximation can attain lower coefficients
of variations with respect to the CPHs of the same order. This can be seen for the test case L3, wher
n=38ands =0.1.

In the benchmark, there are test cases whose discretized version is a DPH distribution. For example
the two uniform distributions (U1 and U2), using a discretization intesval 0.1, can be represented

Table 10
Pmf absolute area difference
Distributionm Area difference

Two phases Four phases Eight phases

§=0.1 § =0.05 §=0.1 § =0.05 §=0.1 § =0.05
w1 0.0710 0.0948 0.0248 0.0208 0.0088 0.0103
W2 0.1879 0.2095 0.1445 0.1976 0.1512 0.1972
L1 0.2259 0.2782 0.0099 0.0191 0.0063 0.0054
L2 0.0613 0.0951 0.0396 0.0358 0.0371 0.0306
L3 1.0233 1.0733 0.6274 0.7574 0.0248 0.3099
Ul 0.4270 0.4162 0.2773 0.2886 0.1227 0.1892
u2 1.2994 1.2107 0.7871 0.8975 0.3091 0.4832
SE 0.2788 0.2770 0.1592 0.1824 0.0913 0.1260
ME 0.4698 0.5006 0.3845 0.4184 0.2668 0.3151

EX 0.0458 0.0275 0.0284 0.0341 0.0147 0.0254
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as, respectively

a=[01 01 01 01 01 01 01 01 01 01],
pp=[1 111111111

and

a=[01 01 01 01 01 01 01 01 01 01 0 OO OOOOOONW0
po=f1 1 11 1111111111111 11]1

The proposed estimation algorithm is able the find exactly these forms. For examplesn@h, n = 10

phases are needed to represent exactly the discretized version of U1; however, it is interesting to observe
by a visual inspection dfig. 16 how the approximating ADPH improves the fit passing frers 2 to

n=38.

7.2. Empirical guidelines of ADPH fitting

In this section, we try to draw a general conclusion about the applicability of ADPH distribution fitting
based on our fitting experience.

The following specific properties of the class of ADPH distributions limit their applicability in distri-
bution fitting:

bounded moments;

limited number of waves of the pmf;

sharp changes of the pmf is not possible at high «) time instances (where is the order of the
ADPH distribution);

exponentially decaying tail distribution.

The bounds of the first two moments of ADPH distributions are already mentioned abgvd (and
Theorem 2. These bounds already indicate that the ADPH class cannot exhibit all the possible sets of
moments that can be obtained by positive distributions. Similar bounds hold for higher moments as well.
This means that the moments of the distribution to be fitted should be realizable by ADPH distributions
of the given order.

The number of waves exhibited by the pmf of an ADPH distribution of ordemot greater than/2.

The sharpest possible change of the pmf of an ADPH of orddrtimek (k > n) is obtained by the
discrete Erlang() distribution. Hence distributions with sharp changes at #mg » is not possible to
approximate closely. For example, the jumps of the discrete uniform distribution beivee®tb, with
a < n andb > n, cannot be equally well captured. It is possible to capture the sharp jump at,tbue
the best ADPH fitting of the jump &tis distributed in a wide range.

With respect to the tail behavior, it is possible to approximate both heavier or lighter tail behavior than
exponential decay to some upper limit, but after a limit all ADPH distributions have an exponentially
decaying tail behavior.

As a conclusion, based on our experiences and the above considerations, we would predict a “close”
ADPH fit when the distribution to be fitted has moments achievable with ADPH of ardes less than
n/2 waves, has a smoothly changing pmf especially after tina@d has an approximately exponentially
decaying tail behavior.
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8. Conclusion

Some previously not considered properties of the DPH distributions, which are essential for DPH
fitting, are investigated and compared with the known properties of the CPH distributions. Similarly
to the continuous family, acyclic-DPH distributions admit a minimal representation called canonical
form. Resorting to the canonical form, we have investigated the dependence of the minimal squared
coefficient of variation on the mean and on the order, and we have established the conditions for which
the minimal coefficient of variation for the DPH family is less than the one for the CPH family of the same
order.

The results about the wider variability of the DPH class can be very relevant in stochastic modeling.
When PH distributions are used in modeling, the number of states in the model depends multiplicatively
on the number of phases. Keeping the order as low as possible increases the capability of the approach

Furthermore, since the deterministic distribution is a member of the ADPH class, the use of DPH
distributions offers a viable technique to handle random execution times and constant durations inside
the same formalism.

A DPH fitting method is presented for the first time. Similar to the continuous case we used an
ML estimation procedure for the evaluation of the parameters of an ADPH distribution in canoni-
cal form CF1. While previous estimation algorithms for the CPH family were based on a transform
domain analysis, we have shown that the time domain analysis is also possible, and the estimation
algorithm based on time domain expressions is easier to implement, numerically simpler and more
stable.

The goodness of fit of this new algorithm has been tested with respect to a benchmark composed
of 10 different continuous distributions. However, in order to apply the proposed procedure to a con-
tinuous distribution, the continuous function must be discretized according to a given discretization
interval. The role of the discretization interval has been discussed, and the way to chose a suitable
discretization interval as a function of the mean and of the coefficient of variation has been
indicated.

As it could have been expected from the properties of the ADPH family, the fitting algorithm performs
better than the CPH one in the cases in which the coefficient of variation is low, and in the cases of
distributions with finite support (like the uniform).
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