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Motivation

Game theory studies conflicts and cooperation between rational decision-makers, but it is pos-

sible to apply some of its techniques when players are not rational decision-makers

Examples can be found in medicine (Fragnelli and Moretti, 2008, Moretti, Fragnelli, Patrone,

and Bonassi, 2010, Lucchetti, Radrizzani, and Munarini, 2011) or in engineering (Aven and

Østebø, 1986, Boland and El-Neweihi, 1995, Fragnelli, Garćıa-Jurado, Norde, Patrone and Tijs,

1999, Freixas and Pons, 2008, Kuo and Zhuo, 2012)

The Shapley value (Shapley, 1953) is a classical way to allocate the profit of cooperation

Moretti and Patrone (2008) survey the transversal use of this value, with applications to

medicine, reliability and telecommunications, in which the players are genes, components and

antennas, respectively

Lipovetsky and Conklin (2001) apply the Shapley value to multiple regression analysis for esti-

mating the relative impact of the different predictors
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HERE

A different and novel use of cooperative games for obtaining a direct mea-

sure of the importance of the factors contributing in a process

Factors are not necessarily rational decision-makers, so the model is rooted in the notion of

incidence function instead of that of characteristic function of the cooperative game, and the

aims are relevance measures for factors instead of values for players

The proposed methodology may be applied to the analysis of factors in traffic accidents, in

mining accidents, quality control analysis, diseases, etc.

The information available is the data obtained from the different repetitions of the process

in the period under analysis, and a set of pre-selected factors that may influence the process

These data lead to an incidence function a that associates to each subset of factors the number

of times that them (and only them) are present in the process
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Assumptions

• no other information on the process, apart of the incidence function a, is available

• the set of pre-selected factors is clearly known

• the factors are mutually independent

Given an incidence function a, a relevance measure assigns a real number to each factor, stress-

ing its level of importance

The relevance measures can be used for different purposes such as:

- budget distribution for improving the future occurrences of the process

- checking if previous policies were effective

- performing subsequent complementary studies when some exogenous information not en-

capsulated in the incidence function a is available
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A Preliminary Example

Periodically, a small university department shares a fraction of its resources among the members

that have done scientific research in a fixed previous period of time according to their paper

authorship in specialized journals

N is the set of researchers of the department, a(S), S ⊆ N is the number of papers coauthored

by all the members of S published within the given period; coauthorship with outsiders is not

taken into account

The department has only four members, three senior researchers r, s and t, and a young re-

searcher y, i.e. N = {r, s, t, y}

Consider the following scenarios:

1. Each published paper is rewarded equally and the spoil is equally divided among its authors

2. Coauthorship within members of the department is stimulated and the spoil per paper is

divided among authors equally

3. Publication is encouraged for the young researcher, no matter the number of coauthors for

her publications, and coauthorship with the young researcher is stimulated for the senior

researchers
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The incidence function is:

a(r) = 10, a(s) = 6, a(t) = 2,

a(rt) = 2, a(st) = 2, a(sy) = 1, a(ty) = 3,

a(sty) = 3,

a(S) = 0 otherwise

The researchers of the department published 29 papers

The papers authored by r, s, t and y are 12, 12, 12, 7, respectively

r is the sole author of most of his publications

t is considerably less active in publishing alone, but she is the most cooperative senior researcher

s plays an intermediate role
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• Scenario 1

Each published paper is scored 1, that is equally divided among the authors

The resulting measure is:

Fi(a) =
∑

S⊆N :i∈S

a(S)

|S|
, i ∈ N

that for the example gives:

F(a) = (11, 8.5, 6.5, 3)

The budget would be divided proportionally to these weights
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• Scenario 2

Incentives are provided for coauthored papers

The score of each paper is still equally divided among the authors, but the score assigned to

joint papers linearly increases with the number of coauthors: an article with a single author is

scored 1 and an extra score of ε is added for each additional author after the first one

The measure is:

Si(a) =
∑

S⊆N :i∈S

a(S)(1 + ε(|S| − 1))

|S|
, i ∈ N

Applying it to the example with ε = 0.5, the weights are 1, 1.5, 2, and 2.5 for papers of 1, 2,

3, and 4 authors, respectively and the measure gives:

S(a) = (11.5, 10.25, 9.25, 5)

Setting ε = 1, the measure gives:

S̃(a) = (12, 12, 12, 7)

i.e. the number of papers published by each author
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It is possible to provide stronger incentives for collaboration only among two researchers, scoring

2 the papers with 2 authors and 1 the others; the measure results to be:

S̄i(a) =
∑

S⊆N :i∈S,|S|6=2

a(S)

|S|
+

∑

S⊆N :i∈S,|S|=2

a(S), i ∈ N

which, applied to the example gives:

S̄(a) = (12, 10, 13, 5)
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• Scenario 3

It is possible not to treat symmetrically the seniors and the young researchers

All the publications by the young researcher are scored 1 for her. For senior researchers the

weight is 1/(|S| − 1) if the young researcher is coauthor and 1/|S| otherwise

The measure is defined as:

Pi(a) =















∑

S⊆N :i∈S,y /∈S

a(S)

|S|
+

∑

S⊆N :i,y∈S

a(S)

|S| − 1
, if i is a senior researcher

∑

S⊆N :i∈S a(S), if i is the young researcher

, i ∈ N

that for the example gives:

P(a) = (11, 9.5, 8.5, 7)
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Comparison of the measures:

r s t y

F/29 0.379 0.293 0.224 0.103

S/36 0.319 0.285 0.257 0.139

S̃/43 0.279 0.279 0.279 0.163

S̄/40 0.300 0.250 0.325 0.125

P/36 0.306 0.264 0.236 0.194

Table 1: Normalized measures

F penalizes the young researcher y, who is favored by P. On the other hand, F is the best

option for r and s, while t would prefer S̄. Finally, s could be quite indifferent among the five

measures
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Theoretical Issues

Let P be a process and N = {1, 2, . . . , n} be the selected set of significant independent

factors intervening in it

An incidence function on N is a function a : 2N → R≥ such that a(∅) = 0; a assigns to any

subset S of N (S 6= ∅) the number of occurrences of P in which all the factors in S intervened,

but none of the factors in N \ S

The function a by its nature fails to fulfill some properties promoting cooperation among

decision-makers as monotonicity, convexity or superadditivity

Let A
N be the class of all incidence functions on N ; it is possible to define two natural opera-

tions on A
N , the sum and the product for a non-negative real number, which give new incidence

functions:

• If a1, a2 ∈ AN : (a1 + a2)(S) = a1(S) + a2(S) for every set of factors S ⊆ N

• If a ∈ AN and k ∈ R≥: (ka)(S) = k · a(S) for every set of factors S ⊆ N

AN assumes the structure of a cone in R
2N−1 with the null incidence function η defined by

η(S) = 0 for all set of factors S ⊆ N as proper zero element in AN

Let T (a) =
∑

S⊆N a(S) be the total number of occurrences of P
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Relevance Measures

Definition 1 (Relevance measure) A relevance measure is a function f : AN → R
N
≥ that

assigns to every incidence function, a, the vector (f1(a), f2(a), . . . , fn(a)) where the non-

negative real number fi(a), i ∈ N is interpreted as the importance of factor i in the process

associated to the incidence function a

Different relevance measures can be defined on an incidence function a ∈ AN ; let i ∈ N be a

generic factor
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The egalitarian measure e

ei(a) = T (a)/n

It assigns the same value to all factors, independently of the frequency in which they appear

It is a solidarity measure

The basic measure b

bi(a) =
∑

S⊆N : i∈S

a(S)

It is the second one proposed in scenario 2; it seems very natural when any factor is able to

generate the outcome even independently from the others



Measuring the relevance of factors in the occurrences of events 16

The fair measure F

Fi(a) =
∑

S⊆N : i∈S

a(S)

|S|

It is the one proposed in scenario 1; it is the natural measure to be chosen if all factors in each

set are supposed to have the same a priori weight and each occurrence of the process is treated

equally

The weighted measures bc

bc
i(a) =

∑

S⊆N : i∈S

a(S)c(i, S)

where c : N × 2N → R is a function which allows to weight subsets in a different way for any

i ∈ N

The basic and the fair measures are particular cases of these measures when c(i, S) = 1 and

c(i, S) =
1

|S|
, respectively, for any i ∈ N

All the measures in the preliminary example are of this kind
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The selective measures sα

sα
i (a) =

∑

S⊆N : i=α(S)

a(S)

where α is a selection function, α : 2N → N , with α(S) ∈ S for all S 6= ∅

It seems very natural when for each set of factors S it is possible to assign the whole importance

to factor α(S), i.e. the other factors in S, if any, depend on α(S)

It can be viewed as a weighted measure in which the weights are:

c(i, S) =

{

1 if i = α(S)

0 otherwise
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The proportional measure p

pi(a) =
T (a)

∑

j∈N

a({j})
· a({i})

It is well-defined if in at least one performance of the process only a single factor occurred

It seems very natural when it is not sure that when a performance involves more than one factor

all the factors are really effective. Consider a road accident that involves a driver with serious

damages on a car in bad condition, so it is difficult to say if these negative elements where

already present before the accident, or one of the two is simply a consequence of the accident
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These examples are just different ways to design a relevance measure

The adequate relevance measure must be designed according to the objectives of the analysis

The egalitarian measure, being a solidarity measure, flattens the differences among the fac-

tors, so it may be used whenever the reliability of the data is extremely low

The basic measure is suitable when the concurrency of the factors is negligible, i.e. any factor

may generate the outcome even alone

The fair measure is useful when all the set of factors and all the factors in each set may be

considered of equivalent weight

The selective measure emphasizes the importance of just one factor for each set

The proportional measure is the most suitable when the concurrency of more than one factor is

viewed as a “noise”, so it is preferable to ignore the outcomes involving more than one factor

The practice and the knowledge of a manager may allow defining more suitable measures
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• Relevance measures cover a wide spectrum of tools to be used for measuring the importance

of factors

• Measures can range from individualistic criteria favoring the strongest factors to solidarity

criteria

• Once the measure is chosen by experts, the only information needed to compute it is the

incidence function (alternative methods may require extra data)

• These measures are easy to be computed
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Properties

Definition 2 Let a ∈ AN

• A factor i is null in a if a(S) = 0 for all S ⊆ N with i ∈ S

• Two different factors i and j have equivalent incidence in a if a(S ∪{i}) = a(S ∪ {j}) for

all S ⊆ N \ {i, j}

Definition 3 A relevance measures f satisfies the property of:

• Totality: if
∑

i∈N fi(a) = T (a) for all a ∈ AN

• Zero on nulls: if fi(a) = 0 for any factor i null in a ∈ AN

• Equal treatment: if fi(a) = fj(a) for all pairs of factors i and j with equivalent incidence

in a ∈ AN

• Linearity: if fi(αa + βb) = αfi(a) + βfi(b) for all α,β ∈ R≥, a, b ∈ AN and for all i ∈ N

• Monotonicity: if a(S) ≥ b(S) for all S ⊆ N, S 3 i implies fi(a) ≥ fi(b) for all a, b ∈ AN

Linearity allows for weighted combinations of different incidence functions

Monotonicity tells that if a factor i has larger incidence in function a than in function b, then

the relevance for factor i in function b should be at most the same as in function a
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Totality Zero on nulls Equal treatment Linearity Monotonicity

Egalitarian Yes No Yes Yes No

Basic No Yes Yes Yes Yes

Fair Yes Yes Yes Yes Yes

Weighted No* Yes No* Yes Yes

Selective Yes Yes No Yes Yes

Proportional Yes Yes Yes No No

Table 2: Properties

No* means that the property is verified or not depending on the considered weights

Notice that the fair relevance measure is the unique of the former measures which verifies all

of these properties
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Proposition 1 Let f be a relevance measure.

• If f verifies Totality, Monotonicity and Equal treatment properties then it also verifies Zero

on nulls property

• If f verifies Totality, Monotonicity and Equal treatment properties then it also verifies Lin-

earity property

Proposition 2 There exists only one relevance measure that satisfies Totality, Zero on nulls,

Equal treatment and Linearity properties. This measure is precisely the fair relevance measure

Example 1 (Independence)

• The basic measure b satisfies Zero on nulls, Equal treatment and Linearity but it does not

verify Totality

• The egalitarian measure e satisfies Totality, Equal treatment and Linearity, but it does not

satisfy Zero on nulls

• The selective measure sα satisfies Totality, Zero on nulls and Linearity, but it does not satisfy

Equal treatment

• The proportional measure p satisfies Totality, Zero on nulls and Equal treatment, but it does

not satisfy Linearity
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Theorem 1 There exists only one relevance measure that satisfies Totality, Equal treatment

and Monotonicity properties. This measure is precisely the fair relevance measure

This theorem is an immediate consequence of Propositions 1 and 2

Example 2 (Independence)

• The basic measure b satisfies Equal treatment and Monotonicity, but it does not verify

Totality

• The selective measure sα satisfies Totality and Monotonicity but it does not satisfy Equal

treatment

• The proportional measure p satisfies Totality and Equal treatment but it does not satisfy

Monotonicity
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The Fair Measure under the Viewpoint of Cooperative Game Theory

An incidence function can be viewed as the characteristic function of a cooperative game in

which the players are the factors (acting as ‘black boxes’ with no decision–making ability)

Cooperation among players is encouraged by:

• Monotonicity if v(S) ≤ v(T ) for all S ⊂ T

• Superadditivity if v(S ∪ T ) ≥ v(S) + v(T ) for all S, T ⊂ N such that S ∩ T = ∅

• Convexity if v(S ∪ T ) + v(S ∩ T ) ≥ v(S) + v(T ), for all S, T ⊆ N

Convexity ⇒ Superadditivity and Monotonicity

The incidence functions are (usually) neither monotonic, nor superadditive, nor convex

It is possible to consider the cumulative incidence function va regarded as a cooperative game,

instead of a, where:

va(S) =
∑

R⊆S

a(R) S ⊆ N

va(S) counts the total number of occurrences of the event in which any combination of (not

necessarily all) factors in S concurred, but none of the factors in N \ S

It is possible to derive va from a and conversely
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Proposition 3 Given any incidence function a ∈ AN the function va defines a convex cooper-

ative game

The following significant relationship holds

Proposition 4 Let F be the fair relevance measure and Φ be the Shapley value. Then,

F(a) = Φ(va)

where va is the cumulative function defined from the incidence function a.

It is preferable computing F for a than Φ for va since the formula to compute F is simpler than

the one for Φ

Also the weighted relevance measure with c(i, S) =
1

2|S|−1
, i ∈ N, S ⊆ N corresponds to

the Banzhaf value (Owen, 1975) of the corresponding cumulative incidence function
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Two case studies involving risk factors

The available information to build the incidence function a is taken from official reports

The following examples consider some few factors, but the number of factors could be very

high, as in the case of genes involved in an illness that can be several thousands (see Moretti,

Fragnelli, Patrone, and Bonassi, 2010)

Traffic accidents

Five factors intervening in mortal road traffic accidents (RTA) are considered:

1. breaking traffic laws (ignoring traffic signals, safety belt not fastened, overtaking when not

allowed, ...)

2. driver’s errors (overtaking without visibility, not being aware of external circumstances, ...)

3. inappropriate state of the driver (alcohol or drugs effects, illness, distractions, ...)

4. inadequate speed

5. others (faulty state of the vehicle, faulty state of the road, fortuitous unforeseeable external

causes, ...)
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The data refer to Catalonia in 2009

Let a(∅) = 0

The incidence function a is:

a({1}) = 1323, a({2}) = 1432, a({3}) = 1517, a({4}) = 496, a({5}) = 172,

a({1, 2}) = 229, a({1, 3}) = 176, a({1, 4}) = 63, a({1, 5}) = 68,

a({2, 3}) = 0, a({2, 4}) = 116, a({2, 5}) = 60, a({3, 4}) = 43,

a({3, 5}) = 4, a({4, 5}) = 74, a({1, 2, 3}) = 44, a({1, 2, 4}) = 0,

a({1, 2, 5}) = 0, a({1, 3, 4}) = 2, a({1, 3, 5}) = 0, a({1, 4, 5}) = 0,

a({2, 3, 4}) = 0, a({2, 3, 5}) = 0, a({2, 4, 5}) = 0, a({3, 4, 5}) = 0,

a({1, 2, 3, 4}) = 0, a({1, 2, 3, 5}) = 0, a({1, 2, 4, 5}) = 0, a({1, 3, 4, 5}) = 0,

a({2, 3, 4, 5}) = 0, a(N ) = 0

T (a) =
∑

S⊆N a(S) = 5819

Measures Ranking of factors

p(a) = (1558.4, 1686.8, 1786.9, 584.3, 202.6) 3 > 2 > 1 > 4 > 5

b(a) = (1905, 1881, 1786, 794, 378) 1 > 2 > 3 > 4 > 5

F(a) = (1606.3, 1649.2, 1643.8, 644.7, 275) 2 > 3 > 1 > 4 > 5
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• Factor 2 is more important than factor 3 for b and for F, while p ranks them the opposite

way, disregarding the mortal RTA with concurrence of several factors

b ranks factor 1 as the most important because it is the most frequently reported factor

concurrent with others, although it is not the most frequent as a single one

• When a budget has to be invested in actions addressed to prevent sinistrality, a good way

is the distribution proportional to F

• When a budget has to be invested in actions addressed to prevent sinistrality related to just

one factor, p or b provide good suggestions

• If data evaluate the factors, instead of a binary expression this has to be incorporated in the

model

• Independence of factors is another significant issue
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Mining accidents

Decisions in mining safety management are typically about actions to reduce the toll of ac-

cidents

The data are obtained from the “Ministerio de Industria, Enerǵıa y Mineŕıa” and cover all min-

ing accidents occurred in Spain between 1982 and 2006

For each accident, a sequence of up to three temporally ordered events, the so-called pre-

cursor events, that immediately preceded it, are reported

The precursor events are classified by two complementary characteristics: the type of event and

the temporal order in which they occurred, the so-called precursor level of the event, and can

be 1, 2 or 3 (1 took place before 2, and these ones preceded 3)

The considered events are:

1. Environmental (location of the accident: low lighting, wet floor, ...): V 1, V 2, V 3

2. Equipment (breakage or malfunction of machinery or tools): E1, E2, E3

3. Medical (person’s physical state: heart attack, ...): M1, M2, M3

4. Behavioral (human involvement: touching an electrical wire, ...): B1, B2, B3
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The set of factors is:

N = {V 1, V 2, V 3, E1, E2, E3, M1, M2, M3, B1, B2, B3}

Note that a(S) = 0 whenever the cardinality of S is greater than 3 (at most three precursor

events for each accident), or whenever S contains an event of the same type (no precursor

event may be reported twice) or whenever the events are not in a proper order (e.g. S = {V 3}

or S = {M2, B1})

The total number of accidents taken into account is T (a) = 242

In principle, there are 212 = 4096 subsets, but according to the previous remark they reduce to

40 subsets
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The fair relevance measure F assigns the following values:

V 1 V 2 V 3 E1 E2 E3 M1 M2 M3 B1 B2 B3 Total

93.83 4.33 0.67 22.33 4.67 1.00 67.83 42.00 4.00 1.00 0.00 0.33 242

or in percentages:

V 1 V 2 V 3 E1 E2 E3 M1 M2 M3 B1 B2 B3 Total

38.77 1.79 0.28 9.23 1.93 0.41 28.03 17.40 1.65 0.41 0.00 0.14 100

Four factors, namely V 1, E1, M1 and M2, represent more than 93% of the total relevance

Not accounting the ordering of occurrence of factors, the relevance is

V E M B Total

98.83 28.00 113.83 1.33 242

Note that while V 1 > M1, the opposite M > V holds

This means that environmental events usually occurs first, while medical events may occur first

or second
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Concluding Remarks

• The factors were supposed to be independent, but sometimes this hypothesis may result too

strong; it is possible that factors considered independent are connected in practice. Game

theory offers a tool for facing these situations (see Moretti, Fragnelli, Patrone, and Bonassi

(2010) where the correlation among genes is analysed). In particular, comparing the Shapley

Value and the Myerson Value (1977) it is possible to obtain a measure of interdependence

• It is possible to refer to situations in which several factors are identified, so we can study

the possibility of using approximated measures

• In case of a high number of factors, the reliability of the data may be questionable. In

these cases it is possible to use a subset of the available data, e.g. only those related to

occurrences that are caused by at most two factors
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