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Abstract
ALICE is a general-purpose heavy-ion experiment designed to study the
physics of strongly interacting matter and the quark–gluon plasma in
nucleus–nucleus collisions at the LHC. It currently involves more than 900
physicists and senior engineers, from both the nuclear and high-energy physics
sectors, from over 90 institutions in about 30 countries.

The ALICE detector is designed to cope with the highest particle
multiplicities above those anticipated for Pb–Pb collisions (dNch/dy up to
8000) and it will be operational at the start-up of the LHC. In addition to heavy
systems, the ALICE Collaboration will study collisions of lower-mass ions,
which are a means of varying the energy density, and protons (both pp and pA),
which primarily provide reference data for the nucleus–nucleus collisions. In
addition, the pp data will allow for a number of genuine pp physics studies.

14 A complete listing of the members of the ALICE Collaboration and external contributors appears on
pages 2010–7.
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The detailed design of the different detector systems has been laid down in
a number of Technical Design Reports issued between mid-1998 and the end
of 2004. The experiment is currently under construction and will be ready for
data taking with both proton and heavy-ion beams at the start-up of the LHC.

Since the comprehensive information on detector and physics perfor-
mance was last published in the ALICE Technical Proposal in 1996, the detec-
tor, as well as simulation, reconstruction and analysis software have undergone
significant development. The Physics Performance Report (PPR) provides
an updated and comprehensive summary of the performance of the various
ALICE subsystems, including updates to the Technical Design Reports, as
appropriate.

The PPR is divided into two volumes. Volume I, published in 2004
(CERN/LHCC 2003-049, ALICE Collaboration 2004 J. Phys. G: Nucl. Part.
Phys. 30 1517–1763), contains in four chapters a short theoretical overview
and an extensive reference list concerning the physics topics of interest to
ALICE, the experimental conditions at the LHC, a short summary and update
of the subsystem designs, and a description of the offline framework and Monte
Carlo event generators.

The present volume, Volume II, contains the majority of the information
relevant to the physics performance in proton–proton, proton–nucleus, and
nucleus–nucleus collisions. Following an introductory overview, Chapter 5
describes the combined detector performance and the event reconstruction
procedures, based on detailed simulations of the individual subsystems.
Chapter 6 describes the analysis and physics reach for a representative sample
of physics observables, from global event characteristics to hard processes.
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Colour figures I–VI

Various figures are in colour throughout the online edition but only Figures I–VI are in colour
in the print edition.

Figure I. Mass separation as a function of momentum with the TOF detector, for 200 HIJING
central Pb–Pb events and with a simulated overall TOF time resolution of 80 ps. The corresponding
mass distribution for 0.5< p < 4.2 GeV/c is shown on the right, on a logarithmic (upper plot) and
linear (lower plot) scale. The distributions from pions, kaons and protons are respectively indicated
by the labelled histograms, while the black histogram represents the inclusive distribution from all
particle species.



ALICE: Physics Performance Report, Volume II 1301

F
ig

ur
e

II
.

A
liR

oo
tr

ep
re

se
nt

at
io

n
of

th
e

A
L

IC
E

de
te

ct
or

.



1302 ALICE Collaboration

Figure III. The correlation between the energy in the hadronic ZDCs (ZN, ZP) and the energy in
the forward electromagnetic calorimeter (upper plot). A possible centrality binning is indicated. In
the lower plots we show the corresponding Npart distributions with and without taking into account
the resolution on the energy measurement.
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Figure IV. Top: A fraction of Pb–Pb event in the central barrel detectors. Bottom: Close-up of the
ITS. Identification of a cascade weak decaying particle in the central region of the ALICE detector.
The reconstruction is performed from its three charged daughters tracked with the ITS and TPC
subsystems.
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Figure V. Event display of a D0
→ K−π+ decay in a central Pb–Pb collision (perspective

projection (top) and transverse projection (bottom)). The digits in the two layers of Silicon Pixel
Detectors of the ITS are visualized. The trajectories of the particles from the Pb–Pb collision are
shown for a limited azimuthal angle only. The value of the magnetic field is set to zero.
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Figure VI. Display of the simulation of a 100 GeV dijet event in a pp interaction (upper) and a
Pb–Pb collision (lower). Tracks from the jet have been marked red. Only tracks with pt > 1.5 GeV
are shown.
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Summary and overview

ALICE is a general-purpose heavy-ion experiment designed to study the physics of strongly
interacting matter and the quark–gluon plasma in nucleus–nucleus collisions at the LHC. It
currently involves more than 900 physicists and senior engineers, from both the nuclear and
high-energy physics sectors, from over 90 institutions in about 30 countries.

The ALICE detector is designed to cope with the highest particle multiplicities
anticipated for Pb–Pb collisions (dNch/dy up to 8000) and it will be operational at the start-up
of the LHC. In addition to heavy systems, the ALICE Collaboration will study collisions of
lower-mass ions, which are a means of varying the energy density, and protons (both pp and
pA), which primarily provide reference data for the nucleus–nucleus collisions. In addition,
the pp data will allow for a number of genuine pp physics studies.

The detector consists of a central part, which measures event-by-event hadrons,
electrons and photons, and of a forward spectrometer to measure muons. The central
part, which covers polar angles from 45◦ to 135◦ over the full azimuth, is embedded in
the large L3 solenoidal magnet. It consists of: an Inner Tracking System (ITS) of high-
resolution silicon detectors; a cylindrical Time-Projection Chamber (TPC) a single-arm
electromagnetic calorimeter (PHOS); and three particle identification arrays of: Time-Of-
Flight (TOF) detector, Transition Radiation Detector (TRD); and a single-arm ring imaging
Cherenkov (HMPID). The forward muon arm (covering polar angles 171◦–178◦) consists
of a complex arrangement of absorbers, a large dipole magnet, and fourteen planes of
tracking and triggering chambers. Several smaller detectors (ZDC, PMD, FMD, T0, V0)
for global event characterization and triggering are located at forward angles. An array
of scintillators (ACORDE) on top of the L3 magnet will be used to trigger on cosmic
rays.

The detailed design of the different detector systems has been laid down in a number of
Technical Design Reports issued between mid-1998 and the end of 2004. The experiment is
currently under construction and will be ready for data taking with both proton and heavy-ion
beams at the start-up of the LHC.

Since the comprehensive information on detector and physics performance was last
published in the ALICE Technical Proposal in 1996, the detector, as well as simulation,
reconstruction and analysis software have undergone significant development. The Physics
Performance Report (PPR) provides an updated and comprehensive summary of the
performance of the various ALICE subsystems, including updates to the Technical Design
Reports, as appropriate.

The PPR is divided into two volumes. Volume I, published in 2004 (CERN/LHCC 2003-
049, ALICE Collaboration 2004 J. Phys. G: Nucl. Part. Phys. 30 1517–1763), contains in four
chapters a short theoretical overview and an extensive reference list concerning the physics
topics of interest to ALICE, the experimental conditions at the LHC, a short summary and
update of the subsystem designs, and a description of the offline framework and Monte Carlo
event generators.

The present volume, Volume II, contains the majority of the information relevant to
the physics performance in proton–proton, proton–nucleus, and nucleus–nucleus collisions.
Following an introductory overview, Chapter 5 describes the combined detector performance
and the event reconstruction procedures, based on detailed simulations of the individual
subsystems. Chapter 6 describes the analysis and physics reach for a representative sample
of physics observables from global event characteristics to hard processes.

The work described in this document spans a period of several years which saw
substantial progress in the simulation, reconstruction, and analysis software. While an effort
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has been made to update some of the earlier results, it is inevitable that in some cases different
versions of the ALICE simulation and reconstruction software have been used to estimate the
physics performance.

Detector performance

Chapter 5 of the PPR describes the performance of the ALICE detector and the reconstruction
software.

Track finding with the central detectors

The primary vertex is found using the clusters reconstructed in the two innermost ITS layers,
made of the Silicon Pixel Detector (SPD). In central Pb–Pb collisions, the vertex position
is reconstructed with a precision of about 5µm in the beam direction and about 25µm
in the transverse plane. For pp collisions, the precision on the vertex position is about one
order of magnitude worse. However, due to the very low track multiplicity in pp events, this
deterioration of the vertex precision does not have a significant impact on the reconstruction
of physics signals, such as D0’s, V0’s, etc.

The track finding in the central detectors starts in the TPC. For tracks with a sufficient
number of hits and pt above 0.2 GeV/c, the TPC track-finding efficiency is almost 100%, even
for charged-particle densities of central Pb–Pb collisions. The effective TPC track-finding
efficiency is lower, around 85% (and around 90% for tracks with pt above 1 GeV/c), because
of particle decays and the dead zones between the TPC sectors. The momentum resolution
of tracks reconstructed in the TPC is about 0.7% (at pt = 1 GeV/c and the magnetic field
0.5 T), and the dE/dx resolution is about 6%. These resolutions depend only slightly on event
multiplicity.

The tracks reconstructed in the TPC are then prolonged to the ITS. Using the ITS
measurements, the track impact-parameter resolution at primary vertex is improved to
∼50µm for 1 GeV/c tracks in central Pb–Pb collisions. At the same momentum, the impact-
parameter resolution in pp events is about 100µm, because of the worse resolution of the
primary-vertex position in low-multiplicity events.

Including the ITS measurements and, to a lesser extent, also the TRD data in the track
reconstruction significantly improves the momentum resolution at high pt, at pt = 100 GeV/c
the momentum resolution is around 3.5% in magnetic field B = 0.5 T. However, in this case
the effective tracking efficiency is reduced to about 60%, because of particle absorption in the
TRD and in the support structure.

In the last step, the reconstruction algorithm searches for secondary vertices from V0s,
cascades, and kinks. The V0 and cascade decays are reconstructed within the fiducial volume
between ∼1 cm from the primary vertex and the TPC inner radius. Typical reconstruction
efficiencies are ∼60% for K0

S’s, ∼40% for 3’s, and ∼5% for 4’s. The kinks (i.e. charged
pion or kaon decays on the flight) are reconstructed inside the TPC in the fiducial volume
120< r < 220 cm. The kink reconstruction efficiency for charged kaon decays is about 70%
in pp collisions and about 40% in central Pb–Pb collisions for kaons with pt up to ∼20 GeV/c.

Track finding in the forward muon spectrometer

The reconstruction quality in the muon arm depends on the level of the background. However,
even for the worst backround scenario (using the pile-up of two highest multiplicity events),
the muon-arm track-finding efficiency is about 95% and the resolution in the reconstructed ϒ
mass is better than the requirement of 100 MeV/c2.
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High-Level Trigger reconstruction

A reliable and efficient High-Level Trigger (HLT) is of great importance for ALICE. It reduces
the data volume (e.g. by data compression) and the event rate (by triggering), resulting in a
significant reduction of the overall data rate. The HLT will process data from both the central
ALICE detectors and the forward muon spectrometer. The track reconstruction is based on
HLT-specific algorithms as well as on algorithms developped for the offline software. To
achieve better timing performance, the offline implementation has to be modified, however,
at a cost of some decrease in the track-finding efficiency, particularly at lower momenta. The
typical HLT track-finding efficiency in the central detectors is about 90% at 1 GeV/c, and
the momentum resolution is ∼3% at the same momentum (in the magnetic field 0.5 T). The
typical time needed to reconstruct a central Pb–Pb event (dNch/dη = 6000) is about 10 s on
a standard 1.3 kSPECint PC. The HLT algorithm for the muon reconstruction improves the
muon-pt resolution by a factor ∼2 compared to the resolution obtained with the muon trigger
chambers, and this allows for a sharper pt cut before data recording. The corresponding timing
is below 1 s on a standard 1 kSPECint PC. A farm of about 1000 CPU’s will be able to perform
the reconstruction task in the real time.

Charged-particle identification

The identification of charged hadrons is done by combining the PID information provided by
the ITS, TPC, TDR, TOF, and HMPID detectors. Assuming the particle production ratios as
given by the HIJING event generator, the efficiency of the PID algorithm is above 95% up
to p ∼ 6 GeV/c for pions, above 60% up to p ∼ 3 GeV/c for kaons, and above 70% up to
p ∼ 5 GeV/c for protons, in all cases the contamination with wrongly-identified particles is
below 30%. The overall effective PID efficiency is limited by particle decays and absorption
in the material. It is about 50% for pions and protons, and about 40% for kaons, integrated
over momentum. Electrons with momentum above 1 GeV/c are identified by the TRD with
the efficiency above 90% and with the pion-rejection factor of about 100.

Neutral-particle identification

The PHOS spectrometer detects and identifies photons with high energy- and position
resolutions. In the low-momentum range, below ∼20 GeV/c, the direct-photon spectrum
is obtained by subtracting, from the overall identified-photon spectrum, the contribution
from decay photons, mainly from the light neutral mesons (π0, η, ω, etc.). The yields of
these mesons are measured by an invariant-mass analysis. In the high-momentum range,
above 20 GeV/c and up to ∼100 GeV/c, direct photons are identified on an event-by-event
basis, by the shower-shape and the isolation-cut discrimination techniques. The identification
efficiency for photons (0.5 GeV< Eγ < 40 GeV) in pp collisions is above 90%. In central
Pb–Pb collisions this efficiency is above 50%. The contamination from misidentified particles
(electrons, charged hadrons, long-lived neutral mesons, neutrons and antineutrons) remains
below 3%. For even higher-energy photons (40 GeV< E < 120 GeV) the detection efficiency
decreases to about 40%, however, the contamination from non-resolved π0’s is smaller than
10%.

The Photon Multiplicity Detector (PMD) counts photons in the forward pseudorapidity
region 2.3< η < 3.5. The photon-reconstruction efficiency is a function of the pseudorapidity
with a maximum of ∼70% at η ∼2.6. The purity of the sample of reconstructed photons is
above 60% in the whole pseudorapidity range.
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ALICE physics performance

Chapter 6 of the PPR describes the analysis and physics reach for a representative sample of
physics observables from global event characteristics to hard processes.

Event characterization

The initial geometry of the collisions is determined by measuring the global event
properties. This measurement allows also to study how the available centre-of-mass energy is
redistributed in phase space.

The collision geometry can be estimated using several observables. One way is to use the
information from the Zero-Degree Calorimeters (ZDCs). The number of participant nucleons
Npart is determined with the resolution σNpart ∼ 15, roughly independent of centrality.

The charged-particle multiplicity and the charged-particle pseudo-rapidity distribution
can be measured over almost 8 units in η, by means of the Forward Multiplicity Detector
(FMD), and of the innermost layers of the ITS. A simplified tracking algorithm has been
used in the ITS to measure multiplicity in a robust way, defining ‘tracklets’ by associating
clusters of hits in the two silicon pixel detector planes. In Pb–Pb collisions, the charged-
particle multiplicity is measured with very good accuracy for all centralities. In the mid-
rapidity region, even for very peripheral events, the resolution on multiplicity is better than
10%, and it becomes progressively smaller for more central collisions.

The same algorithm has been used to investigate the multiplicity distributions in pp
collisions. It is possible to efficiently select minimum-bias pp collisions with a negligible
trigger bias and small contamination of background events (e.g. beam–gas interactions).
It exploits the trigger capabilities of the V0 and SPD. The initial study will include the
measurements of charged-particle multiplicity, pt spectrum, and correlation between mean
pt and charged-particle multiplicity.

In pA collisions the event centrality can be determined by measuring the so-called ‘grey
tracks’ (having momentum between 250 MeV/c and 1 GeV/c) in the ZDCs. At least four
centrality bins can be defined, without a significant overlap between adjacent bins.

Particle production

The comprehensive measurements of particle ratios and momentum spectra are an important
part of the ALICE physics programme. They are important both in the low-pt region, where
a thermal and chemical analysis of freeze-out conditions is the main aim, and at intermediate
and high pt, where the role of radial flow, quark recombination, and, eventually, hard
processes, becomes apparent.

By combining the information from different PID detectors, stable charged hadrons
(pions, kaons, and protons) can be identified and measured from very low momentum
(hundreds of MeV) up to at least 50 GeV. Secondary vertices are used to identify charged
and neutral kaons as well as hyperons up to, and beyond 10 GeV. Baryon production will be
measured in the central region (p, p,3,3 ,4−,4

+
,�−, and�

+
) to study the baryon number

transfer in rapidity both in Pb–Pb and pp collisions.
Resonances bring additional information about the final stages of the collision. Three

resonances have been investigated so far, the ρ(770)0, the K∗(892)0, and the φ(1020). In
addition to production spectra, ALICE will be able to measure to some extent variations in
the resonance parameters (mass, width, line shape), which may arise from the restoration of
chiral symmetry.



1310 ALICE Collaboration

Momentum correlations

The space–time geometry of the particle-emitting source created in ultra-relativistic heavy-
ion collisions can be studied by the analysis of two-particle intensity interferometry. Possible
experimental effects and biases are simulated and discussed in detail, the necessary tools to
either remove them or to correct for them have been implemented.

ALICE will contribute to the existing results of HBT analysis in heavy-ion collisions as
well as open the possibility for new analysis, such as direct-photon interferometry or event-
by-event HBT analysis. Data from the LHC may help to clarify the ‘RHIC HBT puzzle’ by
extending the excitation function to much higher energy and particle multiplicities, and by
making precise measurements of the shape and the anisotropy of the particle-emitting source
as given by azimuthally-sensitive HBT analysis. It will also extend the existing investigations
to a larger number of different hadron species, which will help to better understand the particle
emission, and therefore the geometry and evolution of the system.

Flow

High-accuracy measurements of anisotropic flow are very important for understanding the
dynamics of the heavy-ion collisions at the LHC.

The determination of the reaction plane, a prerequisite for the measurement of anisotropic
flow, will benefit from the possibility to be done independently by the different subsystems
of the ALICE detector, and by different analysis methods. At mid-rapidity, making use of
the elliptic flow signal (v2), we will be able to determine the reaction plane for a very wide
range of particle multiplicities and magnitudes of the elliptic flow. At beam-rapidity, using the
directed flow signal (v1), we will get an independent determination of the reaction plane from
the ZDCs. A systematic comparison between different methods and different subsystems in
ALICE will allow us to estimate non-flow contributions to the anisotropic flow and will be
crucial for a quantitative interpretation of the results.

The expected precision of the reaction-plane determination will allow for anisotropic-
flow measurements with unprecedented accuracy for both charged and identified particles
in a momentum range from a few hundred MeV/c up to well above 10 GeV/c. These
measurements are expected to provide constraints on the equation of state (low pt), collective
motion of the constituent quarks (intermediate pt), and parton-energy loss (high pt).

Event-by-event physics

Fluctuations of thermodynamic quantities are fundamental to the study of the QGP phase
transition. The ALICE experiment is well suited to precise event-by-event measurements of
various observables. Fluctuations in these observables can be studied in order to understand
the physics of bulk properties of matter as well as high-pt particles and jets. Recent lattice
calculations have shown that interesting fluctuation patterns might be present also at the
small chemical potential, which will prevail at LHC energies. The capability of the ALICE
detector is explored in terms of measurement of temperature and 〈pt〉 fluctuations, multiplicity
and strangeness fluctuations, fluctuations of conserved quantities including net-charge
fluctuation, balance functions, fluctuation in azimuthal anisotropy, fluctuation in space–time
parameters from correlation measurements, disoriented chiral condensates, importance
of jets and mini-jet production in fluctuation measurements and long-range dynamical
correlations.
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Charm and beauty

LHC is the first machine where heavy quarks will be produced abundantly in heavy-ion
collisions. The study of heavy-flavour production in both pp and nucleus–nucleus collisions
down to almost zero transverse momentum will allow a sensitive comparison with QCD
predictions and a study of the in-medium quenching of heavy quarks compared to massless
partons (light quarks and gluons). The benchmark decay channel D0

→ K−π+ has been
studied in detail. In one LHC year at nominal luminosity, we expect to cover, in |η|< 0.9,
the transverse-momentum range 1 GeV/c < pt < 18 GeV/c in central Pb–Pb collisions and
0.5 GeV/c < pt < 18 GeV/c in pp and pPb collisions, with statistical errors smaller than
15–20% at high pt in all cases.

Beauty production in central Pb–Pb collisions can be measured via semi-leptonic decays.
Identified electron tracks displaced from the primary vertex provide a measurement of
the b-hadron cross section above a given pmin

t . ALICE can cover the range 2 GeV/c <
pmin

t < 30 GeV/c (in |η|< 0.9) with statistical errors of order 10% or less. Single muons
and opposite-sign dimuon pairs allow a measurement of open-beauty production with high
statistics in the forward pseudorapidity region −4< η <−2.5 in the transverse-momentum
range 2 GeV/c < pmin

t < 22 GeV/c.
Additional channels are currently under investigation, such as D+ reconstruction,

electron–muon and multi-muon correlations, beauty production via displaced J/ψ’s from B
decays and the perspectives for the measurement of W-boson-decay muons (which will be
useful as a medium-blind reference to study the production of heavy flavour).

Quarkonia

At LHC, the complete spectrum of heavy quarkonia states (J/ψ , ψ , ϒ , ϒ ′, and ϒ ′′) is
accessible and will allow a very detailed study of both suppression phenomena (due to
deconfinement, which should affect members of both the charm and beauty family) and
possible enhancement (due to recombination, significant only for the charmonium states).
Quarkonia are detected in ALICE at mid-rapidity (−0.9< η < 0.9) in the dielectron channel,
and at forward rapidity (−4.0< η <−2.5) in the dimuon channel.

In the central-rapidity region, the J/ψ production cross section will be measured down
to pt = 0 GeV/c in the minimum-bias data sample. The data triggered with high-pt electrons
have the pt threshold for J/ψ acceptance of about 5 GeV/c. The production of ϒ states is
measured over the full transverse-momentum range in both minimum-bias and triggered data
samples. The mass resolutions are σm ≈ 30 MeV/c2 for the J/ψ and σm ≈ 80 MeV/c2 for the
ϒ . About 105 J/ψ and 103ϒ will be measured in central Pb–Pb collisions during one year of
data taking.

Quarkonia measured at forward rapidity allow measurement of parton distributions at x
values as small as 10−5. The modest transverse-momentum cut on single muons applied at the
trigger level extends quarkonia detection down to zero transverse momentum. The number of
detected J/ψ is about 7 × 105 per year, allowing for a detailed study of J/ψ production as a
function of centrality and transverse momentum. Similar studies can be carried out for the ϒ ,
but with significant statistical errors, since the expected yearly statistic is about 10 000 ϒs.

Reference pp data will be usually taken at
√

s = 14 TeV. In one year the expected statistic
for J/ψ (ϒ) is about 5 × 106 (4 × 104). The statistic collected in a special pp run of 106 s, at
the nominal heavy-ion energy

√
s = 5.5 TeV, is about 2 × 105 and 2 × 103 for J/ψ and ϒ ,

respectively.
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Data in pPb collisions are needed to measure nuclear effects (shadowing and nuclear
absorption). Preliminary results indicate that in a dedicated run of 106 s the statistics is
adequate to perform these measurements.

Photons

Direct prompt photons at high pt allow the study of hard processes in the dense medium
without any final-state modification. In the low-pt domain, thermal photons trace the thermal
evolution of the system and, in particular, of the hot and early phase of the reaction.

The photon spectrum will be measured in ALICE with the PHOS spectrometer. Hard
photons will be identified on an event-by-event basis using shower-shape and isolation-cut
analyses. In this energy domain, the systematic errors due to misidentified neutral mesons will
be of the order of a few per cent. Statistics will limit the measurement in the high-energy part
of the spectrum to about 100 GeV both in pp and in Pb–Pb collisions. Prompt photons will be
used to tag charged jets emitted in the opposite direction in order to study jet-fragmentation
functions. In-medium modification of the fragmentation function will be measured with an
accuracy of the order of a few per cent. Various correlations, such as photon–hadron and
photon–photon correlations will provide additional information on the medium modified
di-jet structure.

In the low-energy domain direct photons will be identified as an excess of identified
photons (with shower-shape analysis) when compared with the spectrum of decay photons.
The systematic error on the measurement of the excess will be about 8%. This excess has
several origins, including thermal photons from the QGP and hadron gas, photons generated
by fast partons traversing the medium, and prompt photons.

An alternative way to measure photons consists in measuring electron pairs from photon
conversions. Conversions will be identified in the central tracking system and in the PHOS
spectrometer, and they will be measured up to about 30 GeV/c both in pp and in Pb–Pb
collisions, limited by statistics. The production of low-mass dielectrons will be measured with
the central tracking system for masses between 0.2 GeV/c2 (to avoid the π0 Dalitz decay) and
0.6 GeV/c2 (to avoid the low-mass vector meson decays). The pt range, limited by statistics,
extends to about 10 GeV/c.

Jet physics

Properties of the hot and dense medium produced in nucleus–nucleus collisions can be
studied via the energy loss experienced by fast partons in the medium (jet quenching ). The
highest sensitivity to the medium properties is expected when measuring the longitudinal
and transverse fragmentation functions of jets both at large and at small relative momentum
fraction z.

In central Pb–Pb collisions at LHC, jet rates within the ALICE acceptance are sufficient
to map out the energy dependence of jet fragmentation over a very wide kinematic range, up
to Et ' 200 GeV. However, jet reconstruction in nuclear collisions has to cope with the large
background from the underlying event, therefore, jet reconstruction has to be limited to small
cone sizes in the range 0.3< Rc < 0.5. In addition, a transverse momentum cut in the range
1 GeV/c < pt < 2 GeV/c has to be applied to reduce the background. As a consequence, even
for perfect calorimetry, the energy resolution is limited to 1Et/Et ' 20%.

Jets with energies in the range from 20 GeV to 200 GeV have been embedded into
HIJING events and passed through the full detector simulation and reconstruction chain. The
energy spectrum and jet-structure observables are reconstructed and compared to unmodified
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jets as measured in pp collisions. Only for cone energies below '40 GeV fake jets do influence
the quality of the reconstruction.

In its present design, ALICE can measure only the charged particles within the
jets, limiting the jet-energy resolution to 40–50%. Nevertheless, at high Et, charged-jet
reconstruction is shown to be much superior to studying high-pt parton fragmentation using
leading particles only, because the bias in the fragmentation function is significantly reduced.
Whereas the high-pt and high- jt (momentum transverse to the jet axis) regions of the leading
parton remnants are essentially background free and will be measured very well in ALICE,
the spectra of particles originating from radiated gluons have to be extracted mostly from
kinematic regions, where background dominates the signal (S/B = 10−1–10−2). In such
domain the low-pt tracking capabilities of ALICE are essential and unique, and allow a study
of this region (including PID information) on a statistical basis.

In the low-Et-jet region, jet-structure modifications will be studied with inclusive spectra
of identified particles and particle correlations, as shown by the RHIC experiments. These
studies require excellent low-pt and PID capabilities and ALICE will extend them to heavy-
ion collisions at the LHC.

The proposed electromagnetic calorimeter for ALICE will improve the jet-energy
resolution, increase the selection efficiency and further reduce the bias on the jet
fragmentation. Furthermore, it will add a jet trigger which is needed to increase the statistics
at high Et. The low- and high-transverse-momentum tracking capabilities combined with
electromagnetic calorimetry represent an ideal tool for jet-structure modification studies at
the LHC over a wide kinematic region of jet and associated-particle momenta.

Ultra-peripheral collisions

In ultra-peripheral collisions, where the impact parameter is larger than the sum of the
nuclear radii, particles can be produced in photon-induced interactions because of the strong
electromagnetic fields of heavy ions. The photon can also interact with a parton in the target
nucleus, for example via photon–gluon fusion, leading to the production of jets and heavy
quark pairs. Ultra-peripheral interactions will require different trigger and analysis techniques
compared with hadronic interactions. The TOF and the SPD detectors can provide a
Level-0 multiplicity trigger for the ALICE central barrel, and the forward muon spectrometer
can provide a Level-0 trigger for the dimuon decay channel. The higher trigger levels will
be used to reduce the trigger rates by suppressing the background. Simulations show that the
rates for exclusive production of heavy vector mesons (J/ψ and ϒ) and for production of
heavy-quark pairs are sufficient for meaningful measurements.

Cosmic-ray physics

Energies available in pp and A–A collisions at the LHC correspond to a proton of E ∼ 1017 eV
interacting with a fixed target. This will allow, for the first time with an accelerator, accessing a
region well above the knee in the cosmic-ray spectrum (E ∼ 3 × 1015 eV) and may contribute
to the understanding of its nature. The possibility to measure in detail the properties of
minimum-bias collisions, including particle identification, will improve the knowledge of
hadronic interactions, and provide a consistency check of model predictions in an energy
domain relevant for the latest-generation cosmic-ray surface experiments.

A cosmic-ray trigger, intended for calibration and alignment of the central detectors, will
also be used to make genuine cosmic-ray measurements. The excellent tracking performance
of the TPC, improved by TRD, can be employed to detect atmospheric muons produced after
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the collision of a primary cosmic ray with a nucleus of the atmosphere. This will be one of the
first experiment in cosmic-ray physics allowing to analyze multimuon events, measuring with
very high resolution the number of muons crossing the apparatus, including their directions
and energies. In one year of data taking, corresponding to 30 days of live time, statistics should
be sufficient to investigate the unexpected high-multiplicity muon events found by the ALEPH
experiment. A detailed measurement of the inclusive muon spectrum up to TeV energies will
be performed over a period of several years.
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5. Detector performance

5.1. Track finding with central detectors

In this section we focus on the track and vertex reconstruction in the central part of the ALICE
detector, which includes Inner Tracker System (ITS), Time Projection Chamber (TPC),
Transition Radiation Detector (TRD), Time-Of-Flight detector (TOF), High Momentum
Particle Identification Detector (HMPID) and Photon Spectrometer (PHOS).

Track reconstruction is one of the most challenging tasks in this experiment. It is of
great importance to precisely determine the momentum of particles as close as possible to
the point of their generation (main interaction point or secondary decay vertices). Also, the
track reconstruction procedure should be capable of a precise extrapolation of the tracks to
the detectors providing the particle identification information (TOF, HMPID, PHOS) that are,
in the case of ALICE, situated far away from the main interaction point.

For various kinds of physics analysis of the data, knowledge about the position where the
particle was generated (the primary and secondary vertices) is necessary. The reconstruction
software should provide such information.

Wherever it is not specified explicitly as different, we refer to the ‘global ALICE
coordinate system’. It is a right-handed coordinate system with the z axis coinciding with
the beam-pipe axis and going in the direction opposite to the muon arm, the y axis going up,
and the origin of coordinates defined by the intersection point of the z axis and the central-
membrane plane of TPC.

We also use the following terms:

• Digit: This is a digitized signal (ADC count) obtained by a sensitive pad of a detector at a
certain time.

• Cluster: This is a set of adjacent (in space and/or in time) digits that were presumably
generated by the same particle crossing the sensitive element of a detector.

• Reconstructed space point: This is the estimation of the position where a particle crossed
the sensitive element of a detector (often, this is done by calculating the centre of gravity of
the ‘cluster’).

• Reconstructed track: This is a set of five parameters (such as the curvature and the
angles with respect to the coordinate axes) of the particle’s trajectory together with the
corresponding covariance matrix estimated at a given point in space.

The details of the reconstruction procedure are described below. We should mention that
exactly the same software is to be used for reconstructing both pp and Pb–Pb events. However,
to achieve the best performance, the program parameters have to be tuned to a given track
multiplicity. With its present status, the reconstruction takes into account the non-uniformity
of the longitudinal component of the magnetic field, but the corrections for the misalignment
and miscalibration of the involved detectors are not yet implemented.

5.1.1. Primary-vertex reconstruction. The reconstruction of the primary-vertex position in
ALICE is done using the information provided by the silicon pixel detectors, which constitute
the two innermost layers of the ITS.

The vertex diamond at the LHC can be parametrized by Gaussian shapes along the z-axis
(with σz = 5.3 cm) and in the x , y directions. The width parameter in the transverse plane,
σx,y , reported as 15µm in all previous ALICE documents [1], will, however, depend on the
choice of the beam parameter β∗, which also affects the beam luminosity and lifetime. In
particular, since σx,y =

√
εβ∗, where ε = 0.57 nm rad is the beam emittance, larger values of
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Figure 5.1. Correlation between the centroid of the z distribution, zcen, and the true position of
the primary vertex, ztrue.

β∗ (of the order of 10 m), will give a width parameter σx,y of about 75 µm [2]. Moreover,
different fillings of the LHC will give average beam positions in the transverse plane which
may differ by several millimetres.

It is important to evaluate the effect that such beam displacements may have on the overall
vertex reconstruction and to design a full 3D algorithm for vertex-position determination.

5.1.1.1. Simulations. All the studies reported here were carried out using the ALICE offline
simulation and reconstruction framework AliRoot (Volume I [3]). In the case of central Pb–Pb
events, the parametrized HIJING event generator was used, with a primary charged-particle
multiplicity in the full phase space of Nch = 84 210 (dNch/dη)η=0 = 8000). Events were also
generated at lower particle densities. The position of the primary vertex along the z axis was
varied from z = −15 cm to z = +15 cm, while in the transverse plane radial displacements
up to 10 mm were used. All the physical processes in GEANT3 were switched on, with an
energy cut-off equal to 1 MeV everywhere except for the pixel-detector sensitive volumes,
where it was set to 70 keV. The response of the pixel detectors was simulated in detail.

5.1.1.2. Primary-vertex finding using ITS pixel layers. The algorithm starts with looking at
the distribution of the z coordinates of the reconstructed space points in the first pixel layers.
At a vertex z coordinate ztrue = 0 the distribution is symmetric and its centroid (zcen) is very
close to the nominal vertex position. When the primary vertex is moved along the z axis, an
increasing fraction of hits will be lost and the centroid of the distribution no longer gives the
primary vertex position. However, for primary vertex locations not too far from ztrue = 0 (up
to about 12 cm), the centroid of the distribution is still correlated to the true vertex position,
as can be seen from Fig. 5.1. The saturation effect at large ztrue values of the vertex position
(ztrue = 12–15 cm) is, however, not critical, since this procedure is only meant to find a rough
vertex position, in order to introduce some cut along z.

A monotonic relationship, through a polynomial fit, was used to evaluate a first
approximated value (z0

v) of zv from the centroid of the z coordinate distribution of the
reconstructed space points.

Referring to Fig. 5.2, once z0
v has been estimated, the confidence region around z0

v,
(zmin

v , zmax
v ) was evaluated by zmin,max

v = z0
v ±1z where 1z was assumed to depend on the
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Figure 5.2. Geometrical sketch of the algorithm used to correlate the points in the two pixel
layers. A rough estimation of the vertex location, z0

v is made first, using the z distribution of the
reconstructed points in the innermost pixel layers. The correlation of the points z1, z2 in the two
layers is then considered, selecting only those pairs which give a vertex position zv within the
confidence region (zmin, zmax) around z0

v and having a difference of the position azimuthal angles
in the transverse plane smaller than a preselected value.

estimated vertex position as 1z = a + bz0
v + c(z0

v)
2 to account for a larger uncertainty in the

vertex position at large z0
v values.

To find the final vertex position, the correlation between the points z1, z2 in the two
layers (Fig. 5.2) was considered, as was already done in the ITS TDR [1] and described in
more detail in the internal notes [4, 5]. When the primary vertex lies outside the x = y = 0
axis, the radial distances between the vertex and the points on the two layers are slightly
different from the average values of the pixel layers radii r1, r2. The correct radial distances
are taken into account by estimating them with a rough vertex determination in the transverse
plane from the x and y distributions of the points. Leaving only those points z1, for each point
z2, which give a zv between zmin

v and zmax
v , the correlation between z1 and z2 results in a zv

spectrum as reported in Fig. 5.3. A careful choice of these (z0
v-dependent) cuts is able to reduce

the combinatorial background to a large extent, especially outside the true correlation peak,
leaving only a small fraction of the possible N1 N2 pairs, where N1 and N2 are the numbers of
space points reconstructed on the two layers.

The distribution shown in Fig. 5.3 can be fitted to a sum of a constant and a
Gaussian function f (zv)= B + Y exp[−(zv − zfound)

2/2σ 2
z , where B, Y, zfound and σz are the

free parameters. The quality of the applied cuts can be characterized by the ratio Y/B
which is proportional to the ratio of the point pairs (coming from the real tracks) and the
combinatorial pairs. Substantial reduction of the combinatorial background comes from the
cut on 1ϕ = ϕ2 −ϕ1, where ϕ1 and ϕ2 are the azimuthal angles (in the transverse plane)
of the two space points. The distribution of this quantity depends on the distribution of the
curvature of the tracks selected for this procedure. It depends also on the amount of multiple
scattering and, thus, on the material budget traversed by particles on the way from the primary
vertex to the second pixel layer. A value of 1ϕ = 0.1◦ was adopted in most cases. However,
such an optimization have to be carried out for each particle density and magnetic field
setting.
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Figure 5.3. Distribution of zv for a central Pb–Pb collision. After fitting the distribution to the sum
of a Gaussian and a constant, the centroid of the Gaussian is used as the estimate of the primary
vertex position.

Y

X

X’

(x2, y2)

(x1, y1)

Y’

Figure 5.4. Geometrical sketch of the two pixel layers with the reconstructed points in the
transverse plane. Correlation between the points (x1, y1) and (x2, y2) can be used to determine
the distribution of the intercepts with axes X ′, Y ′ (estimated from a first-order evaluation of the
vertex coordinate).

A similar approach can be applied to the reconstruction of the vertex position in the
transverse plane. Because of the small average radii of the pixel layers (4 cm and 7 cm), the
deviation of the track projection from a straight line is small, and a reasonable result can be
obtained even with a linear approximation, especially for the high-momentum particles. Also,
the combinatorial background can be reduced nearly to zero, once a good knowledge of the
vertex location along the beam axis has been achieved. We selected only the point pairs giving
the intersection with the z axis within 4σz around the estimated vertex location zv and a 1ϕ
cut dependent on the magnetic field. The distribution of the intersections of all the straight
lines connecting the points (x1,y1), (x2,y2) with the axes X ′, Y ′ (Fig. 5.4) has its minimum
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Figure 5.5. Resolution of the reconstructed vertex position as a function of the particle density
for B = 0.2 T. The solid line is a fit through the parametrization given in the figure (see text).

width (best resolution) at the values X ′, Y ′ close to the true vertex coordinates that can be
found through an iterative procedure. No more than 2–3 iterations were needed, since after
that the limiting factor was the straight line approximation itself.

By taking the centroids of the xv, yv and zv distributions, it is possible to estimate the
location of the primary vertex in three dimensions [6, 7].

5.1.1.3. Results for the central Pb–Pb events

Dependence on the vertex location. For the case of the highest particle density dNch/dη =

8000, for B = 0.2 T, the method gives a resolution of about 5µm along the z axis. When the
primary vertex is away from z = 0, the algorithm tends to slightly overestimate (by a fewµm)
the absolute value of its position. This is due to the difference in the left and right background
tails of the zv spectrum. Such small effect however has been corrected by including this
observed trend as a part of the estimation process. The results showed that it is possible to
obtain a very good resolution (in the order of 5µm along the z axis), even in case of beam
displacements off the z axis, up to radial distances of 10 mm. The resolution in the transverse
plane was found to be about 25µm at B = 0.2 T. Such values are good enough for the track
reconstruction purposes.

Dependence on the particle density. The capability to reconstruct the vertex location was
also investigated for different particle multiplicities, down to a value of Nch = 17000 in the full
phase space (dNch/dη ∼ 1500). For low particle multiplicity the combinatorial background is
very low; however the loss in statistics results in a slightly worse vertex resolution. This can
be seen from Fig. 5.5, which shows the dependence of the vertex resolution on the particle
density.

If the vertex resolution is plotted against the particle density, a power law

σz =
A

√
dNch/dη

+ B

can be fitted to the data, obtaining A = 292µm and B = 1.8µm. The result also shows that
a good vertex finding can be obtained even with a reduced number of tracks (down to 1/4 of
the expected maximal number of tracks). This could help where a fast vertex reconstruction
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Table 5.1. LHC parameters for pp and Pb–Pb runs at the ALICE intersection point.

Parameter pp Pb–Pb

Energy per nucleon (TeV) 7 2.76
β∗ (m) 10 0.5
σ bunch

x,y (µm) 71 16

σ bunch
z (cm) 7.5 7.5
σ vertex

x,y (µm) 50 11
σ vertex

z (cm) 5.3 5.3

is needed, since the amount of CPU time scales approximately as the square of the number of
tracks.

Dependence on the number of dead pixels. Several detector-related factors (like noisy
channels or misalignment) may affect the ideal primary vertex reconstruction. Only the effect
of dead pixels or chips was investigated in a simple approach.

The switching off of a pixel, due to charge sharing, does not necessarily lead to a
loss of efficiency, since sometimes the cluster can still be reconstructed (although with a
reduced resolution). However, in our case, we assumed that if a track crosses a dead pixel,
the corresponding cluster is always lost.

We found that the resolution does not change too much, even when the number of dead
pixels increases up to 10% of the total. If a full chip is masked, the effect may be different,
depending on the position of the chip with respect to the vertex location. However, we verified
that the absolute value of such an effect is small, even for a large fraction of dead chips,
randomly distributed over the two pixel layers.

Effect of the magnetic field. Increasing the magnetic field leads to a higher occupancy, which
in turn increases the combinatorial background and worsens the resolution. Also, for the
higher field setting, the straight line track approximation may become unsatisfactory. We
verified that the resolution does not significantly change with the increase of the magnetic
field, from 0.2 T to 0.5 T. For example, the resolution in the reconstructed z position only
changes from 5µm to about 8µm, whereas the resolution in the transverse plane varies
between 25µm and 35µm going from 0.2 T to 0.5 T.

5.1.1.4. Primary vertex reconstruction in pp collisions. Precise information on the primary
vertex position is necessary for the reconstruction. However, precision of about 1 mm
is enough for reconstruction purposes. The real limitation comes from the physics
considerations. Indeed, the detection of open charm and open beauty particles like D0 (cτ '

123µm) or B mesons (cτ ∼ 500µm) requires the primary vertex position to be reconstructed
with a precision better than 50µm in the bending plane.

In Table 5.1 we recall the LHC machine nominal parameters at the ALICE intersection
point for pp and Pb–Pb (see Chapter 2 of the ALICE PPR [3]).

For the Pb–Pb runs, beams will be well focused in the transverse plane, and the transverse
position of the vertex will be known from the machine monitoring with a resolution of
' 10µm. For the pp runs, the nominal luminosity of 5 × 1032 cm−2 s−1 will have to be
reduced to < 3 × 1030 cm−2 s−1, in order to limit the pile-up in the TPC and in the Silicon
Drift Detector (SDD). Such a reduction can be achieved in two ways: either by increasing the
value of β∗ or by displacing the two beams in the transverse plane to make a collision between
the tails of the particle distributions. If the first option is chosen, β∗ might be increased up to
100 m; this would broaden by a factor

√
100 m/10 m ' 3 the transverse size of the interaction
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Figure 5.6. Resolution and efficiency of the vertex reconstruction along the beam direction using
the SPD as a function of dNch/dy for the case of pp interactions. The resolution has been fitted to
the expression A/

√
dNch/dy + B.

‘diamond’, up to ' 150µm. If the second option is necessary, the beams might be displaced to
a distance of ' 4–5σ bunch

x,y and the collisions would occur in the tails at 4–5σ from the centre
of the beams: these tails will most likely be non-Gaussian and the size of the interaction
‘diamond’ may be even larger than 150µm.

We conclude that the position of the primary vertex has to be reconstructed in 3D, event-
by-event, for pp runs.

Reconstruction of the vertex position along the beam direction using the Silicon Pixel
Detectors. The algorithm ([4] and [5]) applied for the Pb–Pb events can be adapted also
to the low-multiplicity environment of pp interactions: the position of the vertex along the
beam direction (z) is reconstructed by exploiting the correlation between the reconstructed
points in the two innermost detector layers (silicon pixels) of the ITS.

All details about the optimization of the parameters and its behaviour in the case of pp
events are described in Ref. [8]. Here we only present the main results (for the magnetic field
0.4 T). As one can see in Fig. 5.6, the efficiency saturates at 100% for dNch/dy ' 6, where
the resolution is 155µm. As expected, the resolution decreases as the multiplicity increases.
The fit to the expression A/

√
dNch/dy + B gives

σz(dNch/dy)=

[
(290 ± 16)
√

dNch/dy
+ (42 ± 6)

]
(µm). (5.1)

When only one tracklet is found, the vertex position can still be estimated although
the error cannot be given. The simulations showed that for such events the resolution is
∼400µm, which is in fair agreement with what is expected from detector geometry and
spatial resolution. In cases where no tracklets pass the cuts, the primary vertex position is
not reconstructed.

3D reconstruction of the vertex position using tracks. The precision of the primary vertex
reconstruction in the bending plane required for the reconstruction of D and B mesons in pp
events can be achieved only after the tracking is done. The method is discussed in Ref. [8].

Each track, reconstructed in the TPC and in the ITS, is approximated with a straight line at
the position of the closest approach to the nominal primary vertex position (the nominal vertex
position is supposed to be known with a precision of 100–200µm). Then, all possible track
pairs (i, j) are considered and for each pair, the centre C(i, j)≡ (xi j , yi j , zi j ) of the segment
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Figure 5.7. Efficiency and resolutions for the primary vertex reconstructed in 3D from tracks as a
function of dNch/dy for the case of pp events.

of minimum approach between the two lines is found. The coordinates of the primary vertex
are determined as

xv =
1

Npairs

∑
i, j

xi j , yv =
1

Npairs

∑
i, j

yi j , zv =
1

Npairs

∑
i, j

zi j ,

where Npairs is the number of track pairs. This gives an improved estimate of the vertex
position.

Finally, the position rv = (xv, yv, zv) of the vertex is reconstructed minimizing the χ2

function (see Ref. [9]):

χ2(rv)=

∑
i

(rv − ri )
T V−1

i (rv − ri ), (5.2)

where ri is the global position of the track i (i.e. the position assigned at the step above) and
Vi is the covariance matrix of the vector ri .

In order not to spoil the vertex resolution by including in the fit tracks that do not originate
from the primary vertex (e.g. strange particle decay tracks), the tracks giving a contribution
larger than some value χ2

max to the global χ2 are removed one-by-one from the sample, until
no such tracks are left. The parameter χ2

max was tuned, as a function of the event multiplicity,
so as to obtain the best vertex resolution.

As for the reconstruction of the vertex z position with the SPD, the performance of the
algorithm was evaluated as a function of dNch/dy (Fig. 5.7).

The efficiency of the vertex reconstruction shows trend similar to that observed for the
SPD, namely, the vertex is always reconstructed in events with dNch/dy > 10. The resolutions
in all three directions as a function of dNch/dy can be fitted to the expression

σ(dNch/dη)=
A

√
dNch/dy

+ B. (5.3)

The results of the fit are reported in Table 5.2.
As discussed later in Section 5.1.6.3, the uncertainties of the primary vertex position

reconstructed with this method do not dramatically deteriorate the resolution on the track
impact parameters, thus allowing a good performance for the identification of charm and
beauty (see Section 6.6).
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Table 5.2. Parameter values obtained by fitting to the formula the A/
√

dNch/dy + B dependence
of the primary vertex position reconstructed using tracks.

Parameter (µm) x/y z

A 208 ± 13 272 ± 13
B −6 ± 4 −3 ± 4

5.1.2. Track-finding strategy. Depending on the way the information is used, the tracking
methods can be divided into two large groups: global methods and local methods. Each group
has advantages and disadvantages.

With the global methods, all the track measurements are treated simultaneously and
the decision to include or exclude a measurement is taken when all the information about
the track is known. Typical algorithms belonging to this class are combinatorial methods,
Hough transform, templates, conformal mappings. The advantages are the stability with
respect to noise and mismeasurements and the possibility to operate directly on the raw
data. On the other hand, these methods require a precise global track model. Such a track
model can sometimes be unknown or does not even exist because of stochastic processes
(energy losses, multiple scattering), non-uniformity of the magnetic field etc. In ALICE,
global tracking methods are being extensively used in the High-Level Trigger (HLT) software
(see Section 5.3). There, we are mostly interested in the reconstruction of the high-momentum
tracks only, the required precision is not crucial, but the speed of the calculations is of great
importance.

Local methods do not need the knowledge of the global track model. The track parameters
are always estimated ‘locally’ at a given point in space. The decision to accept or to reject a
measurement is made using either the local information or the information coming from the
previous ‘history’ of this track. With these methods, all the local track peculiarities (stochastic
physics processes, magnetic fields, detector geometry) can be naturally accounted for.
Unfortunately, the local methods rely on sophisticated space point reconstruction algorithms
(including unfolding of overlapped clusters). They are sensitive to noise, wrong or displaced
measurements and the precision of space point error parametrization. The most advanced
kind of local track-finding methods is Kalman filtering which was introduced by P. Billoir in
1983 [10].

Kalman filtering is quite a general and powerful method for statistical estimations and
predictions. The conditions for its applicability are the following. A certain ‘system’ is
determined at any moment in time tk by a state vector xk . The state vector varies with time
according to an evolution equation

xk = fk(xk−1)+ εk .

It is supposed that fk is a known deterministic function and εk is a random vector of intrinsic
‘process noise’ which has a zero mean value (〈εk〉 = 0) and a known covariance matrix
(cov(εk)= Qk). Generally, only some function hk of the state vector can be observed, and
the result of the observation mk is corrupted by a ‘measurement noise’ δk :

mk = hk(xk)+ δk .

The measurement noise is supposed to be unbiased (〈δk〉 = 0) and have a definite covariance
matrix (cov(δk)= Vk). In many cases, the measurement function hk can be represented by a
certain matrix Hk :

mk = Hk xk + δk .
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If, at certain time tk−1, we are given some estimates of the state vector x̃k−1 and of its
covariance matrix C̃k−1 = cov(x̃k−1 − xk−1), we can extrapolate these estimates to the next
time slot tk by means of formulas (this is called ‘prediction’):

x̃k−1
k = fk(x̃k−1), C̃k−1

k = FkC̃k−1 F T
k + Qk, Fk =

∂ fk

∂xk−1
.

The value of the predicted χ2 increment can be also calculated:

(χ2)k−1
k = (r k−1

k )T (Rk−1
k )−1r k−1

k , r k−1
k = mk − Hk x̃k−1

k , Rk−1
k = Vk + HkC̃k−1

k H T
k .

The number of degrees of freedom is equal to the dimension of the vector mk .
If at the time tk , together with the results of prediction, we also have the results of the state

vector measurement, this additional information can be combined with the prediction results
(this is called ‘filtering’). As a consequence, the estimation of the state vector improves:

x̃k = x̃k−1
k + Kk(mk − Hk x̃k−1

k ), C̃k = C̃k−1
k − Kk HkC̃k−1

k ,

where Kk is the Kalman gain matrix Kk = C̃k−1
k H T

k (Vk + HkC̃k−1
k H T

k )
−1 .

Finally, the next formula gives us the value of the filtered χ2 increment:

χ2
k = (rk)

T (Rk)
−1rk, rk = mk − Hk x̃k, Rk = Vk − HkC̃k H T

k .

It can be shown that the predicted χ2 value is equal to the filtered one:

(χ2)k−1
k = χ2

k . (5.4)

The ‘prediction’ and ‘filtering’ steps are repeated as many times as we have
measurements of the state vector.

When applied to the track-reconstruction problem, the Kalman-filter approach has many
attractive properties:

• It is a method for simultaneous track recognition and fitting.
• There is a possibility to reject incorrect space points ‘on the fly’, during the only tracking

pass (see Eq. 5.4). These incorrect points can appear as a consequence of the imperfection
of the cluster finder. They may be due to noise or they may be points from other tracks
accidentally captured in the list of points to be associated with the track under consideration.
In the other tracking methods one usually needs an additional fitting pass to get rid of
incorrectly assigned points.

• In the case of substantial multiple scattering, track measurements are correlated and
therefore large matrices (of the size of the number of reconstructed points) need to be
inverted during a global fit. In the Kalman-filter procedure we only have to manipulate up
to 5 × 5 matrices (although as many times as we have reconstructed space points), which is
much faster.

• One can handle multiple scattering and energy losses in a simpler way than in the case of
global methods.

• It is a natural way to find the extrapolation of a track from one detector to another (for
example from the TPC to the ITS or to the TRD).

In ALICE we require a good track-finding efficiency and a reconstruction precision for
tracks down to pt = 100 MeV/c. Some of the ALICE tracking detectors (ITS, TRD) have a
significant material budget. Under such conditions one can not neglect the energy losses or
the multiple scattering in the reconstruction. There are also rather big dead zones between
the tracking detectors which complicates finding the continuation of the same track. For all
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these reasons, it is the Kalman-filtering approach that has been our choice for the offline
reconstruction since the very beginning.

The reconstruction software for the ALICE central tracking detectors (ITS, TPC and
TRD) shares a common convention on the coordinate system used. All the clusters and tracks
are always expressed in some local coordinate system related to a given sub-detector (TPC
sector, ITS module etc). This local coordinate system is defined as the following (see also
Fig. 5.9, page 1329):

• it is a right handed-Cartesian coordinate system;
• its origin and the z axis coincide with those of the global ALICE coordinate system;
• the x axis is perpendicular to the sub-detector’s ‘sensitive plane’ (TPC pad row, ITS ladder,

etc).

Such a choice reflects the symmetry of the ALICE set-up and therefore simplifies the
reconstruction equations. It also enables the fastest possible transformations from a local
coordinate system to the global one and back again, since these transformations become
simple single rotations around the z-axis.

The reconstruction begins with cluster finding in all of the ALICE central detectors (ITS,
TPC, TRD, TOF, HMPID and PHOS). Using the clusters reconstructed at the two pixel
layers of the ITS, the position of the primary vertex is estimated and the track finding starts.
As described later, cluster-finding as well as the track-finding procedures performed in the
detectors have some different detector-specific features. Moreover, within a given detector,
because of high occupancy and a big number of overlapped clusters, the cluster finding and
the track finding are not completely independent: the number and positions of the clusters are
finally determined only at the track-finding step.

The general tracking strategy is the following. We start from our best tracker device,
i.e. the TPC, and from the outer radius where the track density is minimal. First, the track
candidates (‘seeds’) are found. Because of the small number of clusters assigned to a seed,
the precision of its parameters is not enough to safely extrapolate it outwards to the other
detectors. Instead, the tracking stays within the TPC and proceeds towards the smaller TPC
radii. Whenever possible, new clusters are associated with a track candidate in a ‘classical’
Kalman-filter way and the track parameters are more and more refined. When all of the seeds
are extrapolated to the inner limit of the TPC, the tracking in the ITS takes over. The ITS
tracker tries to prolong the TPC tracks as close as possible to the primary vertex. On the way
to the primary vertex, the tracks are assigned additional, precisely reconstructed ITS clusters,
which also improves the estimation of the track parameters.

After all the track candidates from the TPC are assigned their clusters in the ITS, a special
ITS stand-alone tracking procedure is applied to the rest of the ITS clusters. This procedure
tries to recover the tracks that were not found in the TPC because of the pt cut-off, dead zones
between the TPC sectors, or decays.

At this point the tracking is restarted from the vertex back to the outer layer of the ITS
and then repeated towards the outer wall of the TPC. For the track that was labelled by the
ITS tracker as potentially primary, several particle-mass-dependent, time-of-flight hypotheses
are calculated. These hypotheses are then used for the particle identification (PID) with the
TOF detector (see Section 5.4). Once the outer radius of the TPC is reached, the precision
of the estimated track parameters is sufficient to extrapolate the tracks to the TRD, TOF,
HMPID and PHOS detectors. Tracking in the TRD is done in a similar way to that in the
TPC. Tracks are followed till the outer wall of the TRD and the assigned clusters improve
the momentum resolution further. Next, the tracks are extrapolated to the TOF, HMPID and
PHOS, where they acquire the PID information. Finally, all the tracks are refitted with the
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Kalman filter backwards to the primary vertex (or to the innermost possible radius, in the case
of the secondary tracks).

The tracks that passed the final refit are used for the secondary vertex (V0, cascade, kink)
reconstruction. There is also an option to reconstruct the secondary vertices ‘on the fly’ during
the tracking itself. The potential advantage of such a possibility is that the tracks coming from
a secondary vertex candidate are not extrapolated beyond the vertex, thus minimizing the risk
of picking up a wrong track prolongation. This option is currently under investigation.

The reconstructed tracks (together with the PID information), kink, V0 and cascade
particle decays are then stored in the Event Summary Data (ESD).

5.1.3. Track finding in the TPC

5.1.3.1. Cluster finding. Before reconstructing the tracks, two-dimensional clusters in pad
row–time planes are found. The reconstructed positions of the clusters are interpreted as the
crossing points of the tracks and the centres of the pad rows. We investigate the region of 5×5
bins in z (drift) and y (pad) directions around the central bin with maximum amplitude. This
is bigger than the typical size of a cluster, which is σ ∼ 0.75 bins in both directions.

Reconstruction of the cluster positions. The position of a cluster is reconstructed as its centre
of gravity (COG). The COG of a cluster, as well as the cluster width, is affected by systematic
distortions induced by the threshold effect.

To correct for this effect, the signals below threshold are replaced by a virtual charge
according to some interpolation. If the virtual charge is above the threshold value, it is
replaced with amplitude equal to the threshold value. This method gives results comparable to
a Gaussian fit of the cluster and it is much faster. Moreover, the COG position is less sensitive
to the gain fluctuations.

The cluster width obtained with this method is then used for calculation of the cluster-
position errors and for tagging clusters that are potentially overlapped.

Parametrization of the cluster-position errors. The errors σ 2
zCOG

and σ 2
yCOG

of the cluster
position are calculated according to the following formulas [11]:

σ 2
zCOG

=
D2

LLDrift

A
·

Gg(A)

kch
+

tan2 αL2
pad

12A
·

GLfactor(A)

kprim
+ σ 2

noise,

σ 2
yCOG

=
D2

TLDrift

A
·

Gg(A)

kch
+

tan2 βL2
pad

12A
·

GLfactor(A)

kprim
+ σ 2

noise.

(5.5)

The first term in these formulas describes the contribution from the diffusion, where DL is
the diffusion coefficient, LDrift is the drift length, A is the charge of the cluster and Gg(A)
is the gas gain fluctuation factor. The second term comes from the angular effect, where Lpad

is the pad length, α is the track inclination angle with respect to the pad plane, β is the angle
between the tangent to the track projection to the pad plane and the pad rows, and GLfactor(A)
is the secondary ionization factor. The last term in the formulas, σ 2

noise, reflects the noise of the
read out electronics. The kch and kprim are free parameters.

Since the track inclination angles α and β require knowledge about the track, the
calculation of the cluster-position errors is done during the track finding.

Finally, an additional correction for the cluster shape and overlap factor is applied
according to the formula:

σCOG → σCOG(A)×

(
1 + const×

RMSm − RMSe

RMSe

)
, (5.6)
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Figure 5.8. Unfolding of a typical cluster with two local maxima (see the explanation in the text).

where errors in z and y directions, σCOG(A), are calculated by means of the formulas (5.5).
The RMSm is the measured r.m.s. and the RMSe is the expected parametrized r.m.s. of the
cluster (see Ref. [11]).

In principal, the cluster positions can be also corrected for the cluster asymmetry, but the
simulations showed that the resulting improvement was negligible. It is also questionable how
well such a correction would work on the real data.

Cluster unfolding. Since the expected occupancies reach 40% in the inner sectors of the TPC
and about 20% in the outer sectors, clusters from different tracks may overlap. Therefore,
a certain number of clusters are lost, and the others can be significantly displaced. These
displacements are rather hard to take into account. Moreover, these displacements are strongly
correlated depending on the distance between two tracks.

To reduce the impact of the overlapped clusters on the track reconstruction we try to
unfold the clusters having several local maxima. The fast spline method is used here. We
require the charge to be conserved in this method. Overlapped clusters are supposed to have
the same r.m.s., which is equivalent to the same track angles. If this assumption is not fulfilled,
tracks diverge very rapidly.

The general idea of the unfolding algorithm is as follows. Let us consider a cluster made
of six amplitude measurements Ci (as shown in Fig. 5.8) and having one of its local maxima
(left) at position 3 and the second local maximum (right) at position 5.

First, the contribution AL4 from the left side to the charge measured in bin 4 is calculated
using polynomial interpolation, assuming the contribution AL5 and from the left (and its
derivative A′

L5) to be 0. The amplitudes AL2 and AL3 are considered to be not affected by
the overlap (AL2 = C2 and AL3 = C3).

Then, the contribution from the right to the charge in bin 4, AR4, is calculated in a similar
way.

Finally, the contributions from the left and from the right are renormalized, so that the
sum of the contributions is equal to the measured charge (C4 = AR4 + AL4):

AL4 → C4
AL4

AL4 + AR4
and AR4 → C4

AR4

AL4 + AR4
.



1328 ALICE Collaboration

As additional criterion for unfolding one can use the cluster asymmetry. Let us denote
µi the i -th central momentum of the cluster, which was created by overlapping from two
sub-clusters with unknown positions and deposited energy (with momenta 1µi and 2µi ).

Let r1 be the ratio of two cluster amplitudes:

r1 =
1µ0/(

1µ0 +2µ0)

and the track distance d is equal to

d =
1µ1 −

2µ1.

Assuming that the second moments for both sub-clusters are the same (0µ2 =
1µ2 =

2µ2),
the distance between the sub-clusters d and the ratio of their amplitudes r1 can be estimated:

R =
(µ6

3)

(µ2
2 − 0µ2

2)
3
,

r1 = 0.5 ± 0.5×

√
1

1 − 4/R
,

d =

√
(4 + R)×(µ2

2 − 0µ2
2).

In order to trigger unfolding by using the shape information additional information about
track and mean cluster shape over several pad rows is needed. This information is available
during the track-finding procedure.

5.1.3.2. Track finding. The reconstructed TPC tracks and clusters are expressed in the local
coordinate system of one of the TPC sectors. This coordinate system was already defined in
Section 5.1.2. The y and z coordinates of the intersection point of a track and a pad row at a
given x coordinate are then given by the equations:

y(x) = y0 −
1
C

√
1 − (Cx − η)2,

z(x) = z0 −
tan λ

C arcsin(Cx − η), η ≡ Cx0,

where C (see Fig. 5.9) is the curvature of the track projection on the pad plane, λ is the ‘dip’
angle between the track and the pad plane, (x0, y0) are the coordinates of the centre of the
curvature of the track projection on the pad plane, and z0 ≡ z(x0).

The track ‘state vector’ xT used in the Kalman-filter calculations is then chosen as

xT
= (y, z, C, tan λ, η).

With this choice of the track parametrization, only two of the five components of the ‘state
vector’ (the local track position y and z) change as the track is propagated from one pad row to
another. These calculations are done about 160 times (number of TPC pad rows) per a track.
When a track is leaving one sector and is entering another, the coordinate system is rotated,
then three components (y, z and η) of the ‘state vector’ have to be changed (see Fig. 5.9).
However, in the worst case this happens 2–3 times per track, and the majority of the tracks,
being contained entirely within the same sector, do not require this transformation at all.
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Figure 5.9. Track-finding coordinate system, track parameters and the schematic view of the
‘seeding’ with the vertex constraint.

Seed finding. The Kalman-filter track finding relies on the determination of a good initial
approximation for the track parameters and their covariance matrix (so called track ‘seeds’).
Since none of other detectors have so far been able to provide the seeds for the track
reconstruction in the TPC, the seed finding is done using the TPC data. This very important
part of the whole reconstruction chain is described in detail below.

Two different seed-finding strategies are used: seed finding with the primary vertex
constraint and without any constraint.

The first seed finding is done with the vertex constraint. It begins with a search for pairs of
points at a pad row i and at a pad row j closer to the interaction point (i − j = 20 at present),
which can project to the primary vertex. For each point at the outer pad row i , points at the
inner pad row j are checked only within a given window in the (x, y) plane, defined by some
pt cut-off, and a given window in the z direction defined by the requirement of pointing to the
primary vertex. This significantly reduces the number of possible combinations. The position
of the primary vertex is reconstructed, with high precision, from hits in the ITS pixel layers,
independently of the track determination in the TPC.

When a reasonable pair of clusters is found, parameters of a helix going through these
points and the primary vertex are calculated, and an occurrence of a cluster near the crossing
point of this helix and a ‘middle’ pad row k = j + (i − j)/2 is checked. If such a cluster is
found, the parameters of this helix are taken as an initial approximation of the parameters of
the potential track. The corresponding covariance matrix is evaluated by using the point pair
errors and applying some big uncertainty to the primary vertex position. This is the only place
where the (moderate) vertex constraint is introduced. Later on, tracks are allowed to have any
impact parameters at primary vertex in both the z direction and in the (x, y) plane.

Using the calculated helix parameters and their covariance matrix, the Kalman filter is
started from the outer pad row i to the inner pad row j . If at least half of the possible points
between the initial ones are successfully associated with this track candidate, it is saved as a
seed, and we continue to look for another pair of initial points.

Although efficient for the primary tracks, the seed finding with the vertex constraint
penalizes the secondary tracks. Therefore, two algorithms for track seeding without vertex
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constraint have also been developed. With the first algorithm, for each cluster at the middle
pad row k, the two nearest clusters at the pad rows k + 1 and k − 1 are found. These three
points are fit to a straight line. This line is prolonged to the pad rows k + 2 and k − 2, where
again the two nearest to the line clusters are found. The linear fit is replaced by polynomial
after the track candidate is assigned seven clusters. The algorithm continues until the pad rows
i and j are reached. If more than half of the possible clusters are found, the track parameters
and their covariance are calculated and the candidate is saved as a seed. The efficiency of this
algorithm rapidly decrease for low-pt tracks because of the angular effect, which correlates
the cluster-position distortions between neighbouring pad rows.

To increase seed-finding efficiency and seed quality, a second algorithm, using non-
correlated clusters, was implemented. For each pair of clusters selected at the pad row i and
within some window at the pad row j (i − j = 7 in this case) the algorithm tries to find a third
cluster at the ‘middle’ pad row k = j + (i − j)/2 near the crossing between the pad row k and
the straight line connecting the two clusters selected at the pad rows i and j . If such a cluster
is found, the cluster triplet is fit to a helix. Using the calculated helix parameters and their
covariance matrix, the Kalman filter starts from the outer pad row i to the inner pad row j . If
at least half of the possible clusters are successfully associated with the track candidate, it is
saved as a seed.

The sizes of the ‘windows’ for all the seed-finding approaches are fixed with a
compromise between the efficiency, pt cut-off, and the required CPU time.

The efficiency of the seed finding can be increased by repeating the procedure at different
pad rows (changing the pad row i). Unfortunately, some of the tracks are very close each to
other on a long path. The seed finding at different pad rows cannot in this case be considered as
independent. The efficiency quickly saturates at some value. Another problem with repetitive
seed finding is that occupancy increases towards the lower pad row radius and thus the
efficiency of a single seed finding is a decreasing function of the pad row radius.

To maximize the track finding-efficiency for secondary tracks, especially for the kinks, it
is necessary to perform almost ‘continuous seed finding’ inside sensitive volume of the TPC.
This, of course, requires additional computing resources (memory size and the CPU power).
The compromise between efficiency and resource consumption can be achieved using the
following strategy:

• Reconstruction of the tracks seeded with the vertex constraint (the CPU time is minimal
and about 90% of the primary tracks are reconstructed):

– Three seedings with the constraint in the outermost pad rows in steps of six pad rows
and the cut on the curvature corresponding to pt > 200 MeV/c.

– Nine seedings with the constraint in the outermost pad rows in steps of two pad rows
for pt > 500 MeV/c.

– Ten seedings with the constraint scanning the full TPC in steps of 10 pad rows towards
to innermost pad row and decreasing the pt cut.

• Reconstruction of the tracks seeded without the vertex constraint:

– Three seedings starting at three outermost pad rows (to maximize the kink finder
efficiency).

– Six seedings in steps of five pad rows.
– Five seedings scanning the outer sectors in steps of 10 pad rows towards the innermost

pad row and decreasing the pt cut.

The reconstructed tracks are classified according to their quality. The quality parameter
is defined by the normalized χ2 and the ratio of the number of found clusters to the number of
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possible clusters (the number of possible clusters is considered to be equal to the number of
track crossings with the pad rows when the track is not in a dead zone). The mean value and the
sigma of the distribution of the quality parameter is then calculated. If the quality parameter of
a given track falls within the 3σ range from the mean value, the assigned clusters are marked
as ‘used’. Such clusters are not used in the subsequent seedings, but they can still be assigned
to other tracks during the track following.

Track following. Each of the seeded tracks is followed down to the innermost TPC pad row
or until it is lost. The prolongation to the next pad row is calculated according to the current
estimation of the track parameters. During this step we take into account multiple scattering
(by adding the corresponding matrix to the track covariance matrix) and mean energy loss (by
means of the Bethe–Bloch formula) assuming that the actual particle is a pion. Then on this
pad row we define a ‘window’ along the pad direction inside which we look for a cluster to
be associated with the track. The width of the window is set to ±4σ where σ is calculated
taking into account the track position errors (given by the track parameter covariance matrix)
and expected cluster-position errors (given by formulas (5.5) and (5.6) and some additional
‘safety factor’ to account for possible cluster overlapping).

Each cluster is ordered according to its y coordinate, and the clusters within the window
are quickly selected using the binomial search. The cluster nearest to the track is then taken as
the most probable one belonging to the track. The errors of the estimation of the nearest cluster
position are calculated using the formulas (5.5) and (5.6). The cluster is finally accepted if the
residuals in both direction are smaller than the estimated 3σ , and the track parameters and
their covariance matrix are updated.

It can happen that a track leaves one TPC sector to enter another. In such a case the
track parameters and the covariance matrix are recalculated (rotated) so that they are always
expressed in the local coordinate system of the sector containing the track.

A special value, the local cluster density, is defined as a ratio of the accepted clusters to
all the potential ones in a region of several pad rows. Tracks with low local cluster density
are not completely removed (since secondary tracks may have low cluster density), they are
marked and left for the subsequent passes.

Since the same track can potentially be seeded many times, an additional value, the ‘track
overlap factor’, is defined as the ratio of the clusters shared between two track candidates and
the number of all clusters. If for two track candidates the overlap factor is bigger than some
value (currently 0.6), the track candidate with higher χ2 or lower number of assigned cluster
is removed. This is the compromise between the maximal track finding efficiency and the
minimal number of multiple found tracks.

5.1.3.3. Performance of the TPC track finding

Track-finding quality. The quality of the track-finding procedure can be characterized by
many different parameters.

The ratio of the number of clusters associated with a track to the number of pad rows
crossed by this track is shown in Fig. 5.10. For the case of pp collisions this distribution
is sharply peaked at 100%. For high-track-multiplicity events (central Pb–Pb collisions),
tracks start losing clusters, however, the percentage of associated clusters is still rather high
(about 90%).

Track-finding quality can also be characterized by the pulls. The pull of a track parameter
is defined as the difference between the reconstructed and generated value of the parameter
divided by the estimation of the corresponding error. Under ideal conditions the pulls are
distributed normally (i.e. with zero mean value and sigma equal to 1). Figure 5.11 shows
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Figure 5.10. Ratio of the number of clusters associated with a track to the number of pad rows
crossed by this track. Left: central Pb–Pb collisions (dNch/dη = 6000). Right: pp collisions.
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Figure 5.11. Pulls in track momentum and dip angle as a function of particle transverse
momentum. Left: central Pb–Pb collisions (dNch/dη = 6000). Right: pp collisions.

the sigmas of the pulls in the transverse momentum and the track dip angle as a function of
particle transverse momentum.

Track finding efficiency. In the following we distinguish two kinds of track-finding
efficiency: The efficiency of track-finding software and the ‘physical’ efficiency that includes
also all other factors such as dead zones in the detectors, inefficiency of the electronics,
decays, etc.

The software track-finding efficiency is defined as the ratio of the number of ‘good found’
tracks to the number of ‘good generated’ tracks, while the probability to produce a fake track
is expressed by the number of ‘fake found’ tracks normalized in the same way. We use here



ALICE: Physics Performance Report, Volume II 1333

Pt (GeV/c)
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

Pt (GeV/c)
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

 (
%

)
∈

0

20

40

60

80

100

TPC track-finding efficiency 

efficiency

fake-track probability

Figure 5.12. Efficiency of the TPC track-finding software as a function of particle transverse
momentum for central Pb–Pb collisions (dNch/dη = 6000).

the following definitions:

1. ‘Good generated’ track is a track which crosses at least 50% of all pad rows.
2. ‘Good found’ track is a track with the number of assigned clusters larger than 50% of

the number of crossed pad rows. In addition, we require that more than 90% of assigned
clusters belong to this track, and that at least half of the innermost 10% of clusters are
assigned correctly.

3. If the requirement on the number of assigned clusters is satisfied, but the requirements on
the number of correctly assigned clusters are not satisfied, such a track is considered as
‘fake found’.

As shown in Fig. 5.12, no significant dependence of the software track-finding efficiency
on particle transverse momentum has been found. Even in the case of central Pb–Pb collisions
(dNch/dη = 6000), it is about 100% practically everywhere and goes down only in the low-
momentum region pt < 0.2 GeV/c.

The physical track finding efficiency is defined as ratio of the number of tracks
reconstructed with the pulls in momentum and the two emission angles less than 4 to the
number of tracks that were generated within the beam pipe and emitted within the TPC
acceptance. This efficiency is shown in Fig. 5.13 (left). The decrease at low momenta is due
to the energy loss, interactions with the material, and particle decays.

The presence of the dead zones between the TPC sectors leads to losses of the physical
efficiency too. The dependence of the physical track-finding efficiency on the azimuthal angle
ϕ within a TPC sector is shown in Fig. 5.13 (right). When a high-momentum track goes near
the edge of a sector (ϕ ∼ 0◦ or ϕ ∼ 20◦) a large part of the track is lost in a dead zone. Thus,
the probability of missing such a track is high. The low-momentum tracks are less affected by
the dead zones because in this case only a small part of a track is lost in a dead zone.

The physical track-finding efficiency is different for different particle species (see
Fig. 5.14). For the case of secondary particles, it is also a function of the radial position
of the point where the secondary particle is generated (see Fig. 5.15).

Track-finding resolutions. The transverse-momentum and dip-angle resolutions for the case
of central Pb–Pb collisions and pp collisions are shown in Fig. 5.16. The obtained resolutions
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Figure 5.14. Physical TPC track-finding efficiency for different particle species as a function of
particle transverse momentum for central Pb–Pb collisions (dNch/dη = 6000).

are well within the theoretical expectations and the difference in resolutions for the two
limiting cases of proton-proton and Pb–Pb collisions is negligible.

dE/dx measurement. The most natural way to perform the dE/dx analysis would be to use
the total charge deposited in the clusters. However, it has also been found that for the tracks
which are within the TPC acceptance, one can successfully use the amplitudes at the local
maxima of the clusters. This method is less sensitive to the overlapped clusters. For each
cluster associated to a track, the amplitude at the local maximum is divided by the length
of the corresponding track segment, and then the overall dE/dx value is estimated using the
truncated mean method. Under our conditions, the best resolution is achieved if we discard
2% of the smallest signals and 40% of the largest ones. Clusters which are shared between
tracks are not used for dE/dx calculation.

For the case of pp events, when the tracks are well separated and almost all of possible
clusters are assigned to tracks, the achieved dE/dx resolution is 5.4%, which is in good
agreement with theoretical expectations. Under high-track-multiplicity conditions, the dE/dx
resolution becomes about 6.8% (see Fig. 5.17).
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Figure 5.16. Momentum and dip-angle resolutions as a function of particle transverse momentum.
Left: central Pb–Pb collisions (dNch/dη = 6000). Right: pp collisions.

The dependence of the dE/dx resolution on the track dip angle for the tracks within
the TPC acceptance (−1< tanλ < 1) is weak. The resolution deteriorates for the larger dip
angles, because the tracks start leaving the TPC via the end-caps and thus they cross fewer
pad rows (see Fig. 5.18).
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Figure 5.17. dE/dx resolution. Left: central Pb–Pb collisions (dNch/dη = 6000). Right: pp
collisions.
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Figure 5.18. dE/dx resolution as a function of dip angle (pp collisions).

No significant dependence of the dE/dx resolution on the transverse momentum of the
particles was observed, whereas the resolution certainly improves with an increase of the
number of assigned clusters (see Fig. 5.19).

Two-track efficiency. If the distance between two tracks becomes small, the clusters are no
longer resolved. With the approach described above, one of two track candidates sharing
a big number of common clusters is removed. This leads to a decrease of the number of
reconstructed tracks with close parameters. On the other hand, some of the tracks may change
their direction (due to multiple scattering), can be lost by the track following and reconstructed
again as a separate track from another seed, which increases the number of (wrongly)
reconstructed tracks with close parameters. Thus, the two-track efficiency, being of a great
importance for some kinds of physics analysis (like HBT), is not a function of the single
track-finding efficiency, and so it must be investigated separately. A careful consideration of
the shape of clusters can potentially improve the two-track efficiency. The possibility to use
this information is currently under study. However, one can expect here a big increase of the
computational time with only a modest improvement of the two-track efficiency.

The two-track efficiency of the TPC track finding will be discussed in detail in
Section 6.3.5 of this Physics Performance Report.
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Figure 5.19. dE/dx resolution as a function of particle transverse momentum and number of
clusters used. Left: central Pb–Pb collisions (dNch/dη = 6000). Right: pp collisions.

5.1.4. Track finding in the ITS. The ALICE Inner Tracking System (ITS) is designed to
reconstruct the primary vertex (with a precision better than 100µm), the secondary vertices
from V0 and cascade hyperon decays as well as D and B meson decays. In addition, it
improves the momentum and angular resolution for the tracks that are also reconstructed in
the TPC and contributes to the particle identification by dE/dx measurements with the two
strip and two drift-detector layers.

As already outlined in Section 5.1.2, the ITS reconstruction software tries to find a
prolongation for all the tracks found by the TPC. The algorithm of this prolongation is based
on the Kalman filter approach with a few (but very important) modifications described below.

About 10% of the total number of reconstructed tracks are missed in the TPC due to the
dead zones between the TPC sectors, decays, and the pt cut-off. Such tracks are reconstructed
by the stand-alone ITS track-finding software as discussed in this section.

5.1.4.1. Cluster finding. Before the track finding starts, two-dimensional clusters in ITS
layers are found. Then the positions of the corresponding space points are reconstructed and
are interpreted as the crossing points of tracks and middle planes of the subdetectors. The
errors of the estimations of space-point positions are supposed to be proportional to the cluster
width.

In the Silicon Strip Detectors (SSDs), one-dimensional clusters on the P and N sides of
the detector are, first, localized. The clusters having an extended shape (more than four strips)
are split into two clusters. Next, the one-dimensional clusters from the sides of the detector
are combined together, creating two-dimensional space points. To minimize the number of
ghost clusters, the correlation between the charges collected in one-dimensional P- and N-side
clusters is taken into account. In the simplest case, when the difference between the charges
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Figure 5.20. Frequency of different cluster patterns on the test plane for threshold setting of 200
DAC units.

of a given one-dimensional cluster and another cluster on the opposite side is less than 3σ ,
and there is no other matching candidate with the charge difference less then 6σ , only one
two-dimensional space point is created. Otherwise, the space points made of all possible pairs
of one-dimensional clusters are kept.

In the case of the central Pb–Pb collisions, the occupancy at the Silicon Drift Detector
(SDD) layers is not negligible. Thus, the unfolding of the overlapped clusters is important. The
method of cluster unfolding in SDD was inspired by the TPC cluster finding. First, for each
group of neighbouring digits with signals above the zero-suppression level, the positions of
the local maxima are found. Then, for each of the local maxima, a space point is reconstructed
as a centre of gravity of all the digits around the maximum that have signals higher than the
signal at the saddle point between this maximum and the nearest one.

For the Silicon Pixel Detectors (SPDs), a cluster is a group of neighbouring activated
pixels. The position of the space point is calculated as its centre of gravity. When tracks
happen to cross the SPD closely, the corresponding clusters can overlap. Therefore, the
clusters with unusually big numbers of activated pixels are unfolded. For each such cluster,
the number of activated pixels is calculated. The rectangle, defined by the number of activated
pixels in both directions, is divided into subrectangles defined by the cluster size for an
isolated track. For each of the subrectangles, a space point is created.

The performance of the SPD was studied in detail in dedicated beam tests. The results of
these studies are presented below.

Beam-test performance of the SPD. The prototype assemblies for the ITS SPD were tested
at the SPS beams in 2002 and 2003 [12, 13]. The beam-test geometry, together with a detailed
cluster analysis of the hits, allowed a study of the intrinsic spatial precision of the planes
under test and their detection efficiency [14, 15]. Since the SPD ladders are currently under
production with 200µm thick sensors, we briefly discuss the 2002 beam-test results that were
obtained with this sensor thickness.

The space point precision (the difference between the reconstructed and measured track
position) was found to be a function of the cluster pattern, electronic threshold, and the track
incidence angle. The frequency of different cluster patterns on the test plane, at 200 DAC
units threshold (corresponding to about 3000 electrons [16]) and for normal incidence tracks,
is shown in Fig. 5.20.

To disentangle the intrinsic spatial precision of the detector from the width of the
measured residual distribution, we took into account the track reconstruction precision. As
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Figure 5.21. Intrinsic precision in the y coordinate as a function of the track incidence angle
on the detector: at different threshold settings (left) and at 200 DAC units threshold for the main
cluster patterns separately (right).

an approximation (see also Ref. [17]) we assumed the following expression:

σ 2
pixel(y)= σ 2

resid(y)− σ
2
track(y),

where σresid(y) is the sigma of the Gaussian fit to the measured y-residual distribution (along
the 50µm pixel side), while σtrack(y) is estimated to be about 6µm for the 2002 beam test
set-up [15]. A similar expression was used also for the x coordinate (along the 425µm pixel
side) in the analysis of the 2003 test data for the thicker sensor detector, where a good tracking
precision was available in both x and y coordinates [14].

After subtracting the uncertainty on the track position prediction, the global detector
precision (averaged over all the cluster patterns) is found to be σpixel(y)= (11.1 ± 0.2)µm,
while the corresponding values for the two main cluster patterns (see Fig. 5.20) separately are
found to be

σ cls1
pixel(y)= (11.5 ± 0.2) µm and σ cls2

pixel(y)= (6.8 ± 0.3) µm.

In a wide plateau around the mentioned threshold setting the detector efficiency was
found to be above 99%.

Results of the study on the spatial precision as a function of the track incidence angles
are shown in Fig. 5.21. In the left-hand panel, we see that the precision curves reach the
minimum around 5–10◦ of incidence angle: for each threshold that minimum occurs at the
angle for which the fractions of single and double-y pixel clusters are roughly equal [15].

The precision also degrades for all the threshold settings with the increasing track angle,
as expected when higher cluster topologies are involved. On the right-hand panel of Fig. 5.21,
the intrinsic precision is shown together with the contributions due to the main pixel cluster
patterns separately, for the case of 200 DAC threshold setting. These results can be particularly
useful in the tuning of the tracking errors to be associated to the SPD clusters, both in the
simulation and in the real data analysis.

The beam-test results discussed here were also used to validate the Monte Carlo
simulations of the SPD. Two SPD models were tested against the data: the geometrical model
and the diffusion model. In the geometrical model the deposed charge is divided among the
pixels proportionally to the linear path length in each of the pixels. In the diffusion model the
charge is shared simulating the diffusion of the electron-hole cloud. The models are described
in detail in Refs. [18–23].
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Figure 5.22. Comparison of cluster pattern distributions between real data (marker points) and
the Monte Carlo diffusion model (full histogram), for tracks at normal incidence (top) and for
tracks with a tilt angle of 10 degrees with respect to the normal (bottom). The threshold settings
correspond to 190 DAC units and 3220 e− for the real data and the Monte Carlo calculations,
respectively.

A detailed comparison of the SPD performance in beam tests with the results obtained
with the two simulation models can be found in Ref. [24]. The geometrical model reasonably
reproduces the behaviour of an ideal digital detector with a response independent of the
particle impact coordinates on each sensor cell yielding the intrinsic spatial precisions given
by σrϕ = Lrϕ/

√
12 ≈ 14µm (y coordinate in the beam test) and σz = L z/

√
12 ≈ 123µm

(x coordinate in the beam test). It is also significantly (15 times) faster than the diffusion
model. This model has been used for the SPD simulations for this Physics Performance
Report.

On the other hand, the diffusion model gives a fairly good description of the real detector
response. In particular, it can reproduce the main features of the spatial precisions (with a quite
good qualitative agreement), the efficiency and the distribution of cluster type as a function
of either the threshold or the bias voltage or the track incidence angle [24]. As an example,
in Fig. 5.22 we show a comparison of the cluster pattern distributions between the diffusion
model and the real data, for tracks at normal incidence (top) and for tracks with a tilt angle of
10 degrees with respect to the normal (bottom). A fairly good agreement is observed also for
larger tilt angles.

After some additional tuning of the parameters, the diffusion model can be used to
compute the corrections in the physics analysis of real data.

5.1.4.2. Track finding. The track finding in the ITS starts with the TPC–ITS matching. This
is difficult, because the distance between the inner wall of the TPC and the outer layer of the
ITS is rather large and the track density inside the ITS is so high that the naive continuation
of the track-finding procedure used for the TPC would be ineffective. In this case there is a
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Figure 5.23. Building of the track hypothesis tree.

high probability of assigning a wrong hit to the track if we use just the criterion of minimal
χ2 in a given ITS layer. Therefore we have implemented a few modifications of the Kalman
filter procedure.

First, we try to assign to the track, one by one, all the hits within the predicted window
having a χ2 below a given limit, and not only the one with minimal χ2. This way we are
building from each TPC track a candidate tree through all the ITS layers. To speed up the
building of the track hypothesis tree, the branches are sorted after each layer according to χ2

and only a restricted amount of the best branches are propagated further down (see Fig. 5.23).
Finally, we choose the most probable track candidate (i.e. the path along the tree) taking into
account the following information:

• sum of the χ2s;

• probability that a track is in a dead zone;

• dead channels of the readout electronics;

• probability to have a cluster with a charge below the threshold;

• for the secondary tracks, the probability of missing some of the layers (as a function of the
longitudinal and transverse impact parameters);

• the clusters that are potentially shared (as a function of the cluster shape).

The clusters assigned to the best track hypothesis are marked as belonging to that track.
Each cluster can be marked by several track candidates. The clusters marked by more than one
track candidate are treated by a special ‘symmetric’ cluster assigning procedure (see below).

A certain amount of the best short track candidates are also kept as potentially coming
from V0 decays.

Another improvement is that we use the primary vertex constraint [1]. If the best
constrained track hypothesis gives the χ2 bigger than some critical value, the procedure is
repeated without vertex constraint.

When propagating from one ITS layer to another, the track parameters and their
covariance matrix are corrected for the mean energy loss and the multiple scattering. The
most probable mass hypothesis provided by the dE/dx measurements in the TPC is used for
these calculations.
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Figure 5.24. The fake-track probability (see the text) as a function of particle momentum
(dNch/dη = 6000).
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Figure 5.25. Distribution of the number of wrong clusters per track (left), and per layer (right).

Asymmetric and symmetric algorithms of assigning clusters to the tracks. In the high track
multiplicity environment there is always a high probability of assigning a wrong hit to a track.
The probability of assigning the wrong hit is proportional to the space density of these hits
and to the track position uncertainty. In the following, we call a track a ‘fake’, if at least one
of the assigned clusters does not in fact belong to this track.

The probability of obtaining such fake tracks as a function of particle momentum is
shown in Fig. 5.24. This probability decreases rapidly with the particle momentum, since the
contribution of the the multiple scattering to the track position uncertainty becomes smaller.
Above ∼1GeV/c, where the track position uncertainty is dominated by the extrapolation
errors, the fake track probability saturates.

Most of the reconstructed tracks do not have any wrongly assigned clusters, and the
biggest part of the fake tracks has only one such cluster (see Fig. 5.25, left). The probability of
assigning a wrong cluster is maximal at the innermost layer (SPD1), where the cluster density
is the highest. This probability is also rather big at the outermost layer (SSD2), because, after
the extrapolation through the dead zone between the TPC and the ITS, the track position is
not precisely defined (see Fig. 5.25, right).

To minimize the probability of assigning a wrong hit to a track, two algorithms were
implemented: the ‘asymmetric’ algorithm and the ‘symmetric’ algorithm.
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Figure 5.26. Symmetric algorithm of cluster assigning.

The following assumptions were used in the asymmetric algorithm:

• The reconstructed hits can not be shared between different tracks.
• When a hit can potentially belong to several tracks, it is assigned to the track with the

smallest track position uncertainty.

This approach gives worse results than the symmetric algorithm. However, it is faster.
Therefore, this approach can be applied for the High Level Trigger reconstruction (see
Section 5.1.3).

The assumptions used in the symmetric algorithm are the following:

• The reconstructed space points can be shared between two tracks. The probability that a
space point was created by two different tracks is a function of the deviation of the cluster
shape from the expected shape.

• When a hit can potentially belong to several tracks, the track with the smallest track position
uncertainty has the biggest probability to be associated with this hit. However, for other
tracks, this probability is also not zero.

• The minimization of combined χ2 of pairs of tracks is sufficient, because most of the fake
tracks have only one wrongly assigned cluster.

If for two best track-prolongation hypotheses, originating from two different tracks
reconstructed in the TPC, the number of common clusters is bigger than a certain value (see
Fig. 5.26), the corresponding two trees of possible track prolongations are investigated once
more. During this investigation, all the possible pairs of branches (one branch from one of the
trees, another branch from another tree) are checked again trying to find the pair giving the
minimum ‘combined χ2’. Such a pair of branches is registered as a final pair of reconstructed
tracks.

In the case of primary track candidates, this combined χ2 of two tracks is the weighted
sum of the following parameters: the space χ2 of the two tracks, the number of skipped
clusters, and the number of shared points. For the secondary track candidates (those having
big impact parameters), the penalty term for the skipped clusters is reduced by a special factor
that parametrizes the probability to decay at this radius as a function of the track impact
parameters.
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Figure 5.27. Distribution of the number of assigned clusters per an ITS tracks. Left: Central
Pb–Pb collisions (dNch/dη = 6000). Right: pp collisions.

All the weights in the combined χ2 formula are tuned to minimize the probability of a
wrong cluster assignment and to maximize the track finding efficiency.

With the symmetric algorithm the fake track probability is reduced by a factor of about
0.6 for the case of the primary tracks. The improvement factor for the secondary tracks is
more than 2.

The remaining part of the fake tracks is still quite significant. The main part of these
tracks (more than 50%) is due the hits that do not belong to any of the tracks reconstructed in
the TPC. Such hits can not be treated correctly by any of the two described cluster assigning
mechanisms.

Performance of the ITS track finding. The majority of the tracks prolonged in the ITS have
clusters assigned at all the six layers (see Fig. 5.27). However, this does not mean that the
ITS track-finding efficiency is as high as in the TPC, because some of the assigned clusters
do not in fact belong to those tracks. The tracks having more than one wrongly assigned ITS
cluster (or more than 10% of wrongly assigned TPC clusters) are not counted as properly
reconstructed. Such tracks are considered as ‘fake’.

The combined TPC+ITS track-finding efficiency as a function of momentum is shown
in Fig. 5.28. The efficiency is normalized to the number of so-called findable tracks. The
definition of a findable track is as follows:

• more than 60% of pad rows crossed in the TPC;
• all six layers crossed in the ITS.

For low-track-multiplicity events the efficiency does not depend strongly on the particle
momentum and is about 100%. In the high-multiplicity environment the efficiency is lower. It
decreases with decrease of the momentum. This decrease is mainly due to a higher probability
of the wrong cluster assignment. This probability is about 10% at 0.2 GeV/c.

The efficiency and fake track probability for different definitions of fake tracks (different
number of wrong clusters before the track is considered as ‘fake’) is shown in the Fig. 5.29.
Different track parameters are differently affected by the presence of the wrongly associated
clusters (see Fig. 5.30). Thus, the pt resolution is affected only marginally. As for the
transverse impact parameter, almost 98% of the tracks with zero wrongly assigned clusters
point to the vertex within 3 sigmas. For the tracks with one wrong cluster, it is about 85%. For
the case of tracks with two wrong clusters it is about 65%.
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transverse momentum for different track multiplicities.
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Figure 5.29. ITS+TPC track-finding efficiency and fake-track probability for different numbers
of wrongly associated ITS clusters (dNch/dη = 6000).

5.1.4.3. Stand-alone ITS track finding. The ITS stand-alone track finding software is aimed
at reconstructing the high-momentum tracks going entirely inside the dead zones between the
TPC sectors, decaying between the ITS and the TPC and, if possible, the low-momentum
tracks (below 100 MeV/c). Such tracks can not be found in the TPC and thus they are not
reconstructed by the ITS track finding described above.

ITS stand-alone track finding is a complicated task. The tracks are represented by a small
number of points (at most six points) available for the reconstruction, the points are seriously
displaced by the multiple scattering and the space density of these points is high. Therefore,
the strategy is as follows. First, we run the standard TPC+ITS track reconstruction and remove
from the event all the ITS points that are associated with the reconstructed tracks. The number
of the remaining ITS points (those that can not be associated with any of the tracks found
in the TPC) becomes 3–4 times lower as compared with the initial number of points. The
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Figure 5.30. The cumulative function of the pull in the transverse impact parameter and of the
pull in pt, for different number of wrongly assigned clusters.

stand-alone track finding is performed on this set of the remaining points. We briefly outline
two possible implementations of the ITS stand-alone trackers that have been developed so far.

Neural network stand-alone track finder. This approach, fully described in Ref. [25], is
based on the Denby–Peterson method for pattern recognition [26]. The algorithm simulates
the behaviour of a Hopfield neural network (NN) [27] with the improvement of the Mean
Field Theory (MFT) [28].

The mapping of the track finding into this scheme consists in associating a neuron Ni j to
an oriented segment between two space points i and j lying in two consecutive ITS layers.
The synaptic weight Wi jkl between neurons Ni j and Nkl is defined according to geometrical
correlations based on the physical shape of the tracks to be recognized. In this kind of NN,
correlations between neurons are expressed by positive weights, and competitions by negative
ones. Here a correlation is present when two neurons form a ‘chain’, as in Fig. 5.31(a): this
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Figure 5.31. The typical configurations which can appear in the neural network track-finding
scheme described in the text. Figure (a) represents a correlation, because the segments are chained
together, while figure (b) represents a competition, because two segments start from the same
point.

represents a possible guess for a track element. When two neurons form a bifurcation, as in
Fig. 5.31(b), this is a competition. If two neurons are completely separated, a zero weight is
set. Then, the weight is defined as

Wi jkl = A(1 − sinαi jl)
nδ jk − B(δik + δ jl),

where Kronecker symbols are set to zero if neither j = k nor i = k nor j = l. Parameters A
and B are free parameters whose optimal values have been adjusted in order to get the best
performance. The angle αi jl is the one formed by the oriented segments i → j and j → l.
With this expression, a strong contribution comes only when the two ‘chained’ segments are
well aligned. The exponent n has the purpose of modifying the strength of the alignment
requirement for the two neurons. The larger the exponent, the faster the weight will fall to
zero when αi jl increases.

In order to minimize the ‘confusion’ that can arise from creating too many neurons
starting from a cluster and ending in it, and in order to optimize also the execution time, some
cuts have been introduced. To improve the track-finding efficiency, a recursive algorithm has
been implemented where a set of curvature cuts is defined and the NN operates on the same
ensemble of space points in many steps. At the end of each step, all ‘used’ points are saved
and removed and the curvature cut is enlarged. Another improvement, which turns out to
be useful in decreasing the computing time, is an azimuthal sectioning of the whole ITS
barrel. The choice of 20 sectors has been found to be a good compromise between CPU time
and efficiency. With this choice, the track-finding procedure takes at maximum roughly 1–2
minutes of CPU time with a 1 GHz Pentium III processor.

The final answer of the NN consists in a binary map where all neurons are turned ‘on’ or
‘off’. Track candidates are extracted as polygonal lines composed of chains of neurons turned
‘on’. These candidate tracks are then fitted by means of a Kalman-filter procedure, to obtain
the track physical parameters, which are essentially the components of the impact parameter
and momentum vector. The obtained resolution for the transverse momentum is 7.4%, and
the resolution for the dip angle and azimuthal angle of the momentum vector is smaller than
2 mrad. The resolution for the impact parameter is ∼70µm in the transverse direction and
∼160µm in the longitudinal direction.

The algorithm has been tested with different samples of Pb–Pb events generated with a
parametrized HIJING generator [29] at different multiplicities (dNch/dη = 4000 and 8000)
and different magnetic fields (0.2 T and 0.4 T). First, the standard Kalman-filter TPC+ITS



1348 ALICE Collaboration

 (GeV/c)tp
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

E
ff

ic
ie

n
cy

 (
%

)

0

20

40

60

80

100

Kalman (good)

Kalman (fake)

Kalman + Neural (good)

Kalman + Neural (fake)

Figure 5.32. Track-finding efficiency and fake track probability for the standard TPC+ITS
(Kalman) track finding and for the combination of the standard and the stand-alone (neural) track
finding, as a function of the transverse momentum.

Table 5.3. Averaged track-finding efficiency and fake probability for all charged particles having
pt > 1 GeV/c. The second column reports the values related to the standard TPC+ITS (Kalman)
track finding and the third column reports the values related to the combined standard TPC+ITS
and neural track finding. Increase of the efficiency is shown in the last column.

Kalman (%) Combined (%) Increase (%)

Efficiency 80.0 ± 0.3 90.0 ± 0.5 10.0 ± 0.6
Fake track probability 1.7 ± 0.1 2.1 ± 0.1 0.4 ± 0.1

track finding is run. Then, all the ITS clusters which have been assigned to tracks are removed
from the initial set. Finally, the neural track finding is performed on the remaining space
points.

As an example, Fig. 5.32 shows the track-finding efficiency and the fake track probability,
as a function of the transverse momentum, for the standard TPC+ITS track finding (Kalman
filter) and for the combined track finding for events with the particle multiplicity dNch/dη =

4000 and the magnetic field 0.4 T. The circles in this figure refer to the efficiency of the
standard TPC+ITS track finding only, while the squares refer to the efficiency obtained
summing up the tracks coming from TPC+ITS track finding and neural track finding on the
remaining clusters. Averaged values of track-finding efficiency for pt > 1 GeV/c and of fake
track probability are also summarized in Table 5.3.

The track-finding efficiency is defined here as the ratio of number of ‘good’ and ‘findable’
tracks. A track is considered ‘findable’ if it has at least five reconstructed space points in the
ITS. A found track is called ‘good’ if at least five of its points are related to the same particle,
otherwise it is considered as ‘fake’. The fake track probability is then defined as the ratio of
number of ‘fake’ tracks to the number of ‘findable’ tracks.

One can observe that the described procedure increases the efficiency by 10%, while the
fake track probability augments by a negligible amount.

Cluster grouping stand-alone track finder. This approach was inspired by the method
described in Ref. [30], where it is referred to as ‘grouping algorithm’. The general idea is
as follows. Since the high-pt tracks are only slightly bent by the magnetic field, the (θ , ϕ)
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Figure 5.33. Schematic of the track-finding procedure, for high-pt tracks (a) and the optimized
procedure for low-pt tracks (b).

coordinates of the clusters belonging to the same track do not change from layer to layer. The
angles (θ , ϕ) are defined as

θ = arctan
z√

x2 + y2
,

ϕ = arctan
y

x
,

where (x, y, z) are the coordinates of a cluster in the global coordinate system. A schematic
view of this track-finding procedure for high-pt tracks is shown in Fig. 5.33(a). A group of
reconstructed points found on all the layers within the same (θ , ϕ) window is considered as a
track candidate.

The algorithm described here is similar, but it is optimized for lower-pt tracks. In this
case, the ϕ window is not the same for all the layers (see Fig. 5.33(b)). For each couple of
points belonging to the two innermost layers in the same (θ , ϕ) window the curvature of the
track is estimated using also the position of the primary vertex. The expected value of ϕ on
layer 3 (ϕ3) is calculated, and the next point is searched in the (θ , ϕ3) window. The same
procedure is performed for all the layers, using the last three found points for estimating the
track curvature. The track candidate is considered as ‘good’ if it has one reconstructed point
for each of the layers. In a less restrictive approach, a track candidate is allowed to miss a
cluster at one of the layers.

The algorithm starts with finding the high-pt tracks. Then, tracks with decreasing pt are
successively found. The procedure is repeated increasing the size of the (θ , ϕ) window. A track
candidate may have more than six associated clusters, since more than one reconstructed point
may enter the (θ , ϕ) window on the same layer. This redundancy is eliminated by the fitting
procedure described below. The clusters successfully fitted to a track candidate are removed
from the initial set.

The track candidates are fitted by the same Kalman-filter method as for the main
TPC+ITS reconstruction. The initial values of the track parameters and their covariance matrix
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Figure 5.34. Comparison between the efficiency obtained with and without the ITS stand-alone
procedure, in the case of four HIJING events at dNch/dη = 4000 (a) and dNch/dη = 6000 (b).

are calculated using the positions of the two clusters at layers 1 and 2 and the primary vertex.
Since a track candidate may have more than six associated points, the fit is performed on all
the possible combinations of points and the combination giving the lowest χ2 is stored as the
final result.

The efficiency was evaluated combining the stand-alone algorithm with the main
TPC+ITS track finding. The stand-alone procedure was performed after the TPC+ITS track
finding, to recover the tracks which could not be prolonged from the TPC. The track-finding
efficiency is defined as the ratio between the number of found ‘good’ tracks and the number
of ‘trackable’ tracks. A ‘trackable’ track is defined as a track having all six points (one for
each layer of the ITS). A reconstructed ‘fake’ track is therefore defined as a track with one, or
more, points that do not belong to this track.

The algorithm was tested using parametrized HIJING events with different multiplicities
in the pseudo-rapidity region −86 η 6 8 and the magnetic field of 0.4 T.

The track-finding efficiencies obtained for the combined track finding are shown in
Fig. 5.34(a) and (b) for the particle multiplicities dNch/dη = 4000 and dNch/dη = 6000,
respectively. They are compared with the efficiencies obtained with the main TPC+ITS track
finding. In this case the ‘good’ tracks are defined requiring six points out of six in the ITS.
The ‘trackable’ tracks must have six clusters in the ITS with no special requirement in the
TPC.

One can see that the stand-alone track finding reconstructs about 10% of tracks in addition
to the tracks found by the main TPC+ITS track-finding procedure.

5.1.5. Track finding in the TRD

5.1.5.1. Cluster finding

Cluster position reconstruction. The ionization electrons in the TRD chambers drift radially,
and the clusterization is done in the (pad, pad row) planes. For each time bin the radial (x)
position of a cluster is defined by the centre of this time bin. Because of the big pad size in
the z (pad row) direction (about 9 cm), the charge sharing between the adjacent pad rows is
not essential, and thus no clustering is performed in that direction. Therefore, like for the x
direction, the z position of a cluster is given by the centre of the corresponding pad row.
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Figure 5.35. Time dependence of the average pulse height for 55Fe X-rays. Because of the point-
like charge deposit of the X-rays, this signal is almost identical to the time response function. The
upper panel shows the original signal and the signal after applying a tail cancellation with one and
two exponential functions. The lower panel shows the effect of adding the short tail component to
the left (tail making), and of subsequent tail cancellation (long component).

The TRD cluster-finding algorithm searches for adjacent pads with a signal above
threshold only in the y (pad) direction. A typical cluster consists of signals from two or three
pads. A good precision of the cluster position reconstruction is mandatory for the momentum
measurement. This can be done either by calculating the centre of gravity of the charge
distribution inside a cluster or by using a pre-built look-up table. Such a table contains the
deviations of the cluster position from a pad centre as a function of signals on the three
adjacent pads. This method generally provides a better resolution.

The reconstructed cluster positions are affected by several kinds of distortions [31].
Slowly moving positive ions produced in electron avalanches near the anode wires induce
long-tail signals on the pads of the TRD chambers. These tails change the charge
values measured in subsequent time bins and lead to strong correlations between those
measurements. This effect can be partially corrected by applying (before the cluster finding)
a special deconvolution procedure, ‘tail cancellation’ (see Fig. 5.35).

The drift length to the nearest anode wire is different for electrons produced at different
z positions (see Fig. 5.36, left). Also the strength of the electric field (and so the the
drift velocity) inside the amplification region of the chamber is a strong function of the z
coordinate. Thus, the reconstructed x position of the clusters becomes the function not only
of the time bin (and the nominal drift velocity) but also of the z coordinate.
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Figure 5.36. Left: Ideal drift lines for electrons coming from the drift region (from the top)
at different z positions. Right: Systematic variation of the reconstructed angle ϕrec with the z
coordinate (across the wires). We show measured (crosses) and simulated results (solid line). The
insert shows a projection of the measured data on the ϕrec axis.

The same effects are responsible for the systematical errors in the reconstructed y position
(or the azimuthal ϕ coordinate) of the clusters (see Fig. 5.36, right).

The reconstructed clusters are corrected for these distortions. However, because of the
big pad size in the z direction (about 9 cm), such corrections are possible only in average.

Cluster unfolding. In the high multiplicity environment of the ALICE experiment, the
occupancy in the TRD chambers, defined as the percentage of detector ‘pixels’ (pad × time
bin) above the 2 ADC count threshold, becomes non-negligible (about 40% for events with the
multiplicity dNch/dη = 8000). Thus we have to implement some cluster unfolding procedure.
Currently, only clusters containing signals from five pads are unfolded in a way similar to
that used for the TPC (see Section 5.1.3), using the pad response function as an estimator for
the cluster shape. The cluster shape depends on the track parameters. The response function
and diffusion contributions to the cluster r.m.s. are known during clustering. This is not true
for an angular contribution to the cluster width. The cluster finder should be optimized for
high-momentum particles coming from the primary vertex.

An additional improvement of the cluster unfolding can be achieved at the track
reconstruction step, when the contributions to the cluster shape can be estimated better.

The ‘quality’ of the unfolded clusters is usually not good enough, and the chances of
biasing the estimation of the track momentum are high. That is why, from the point of view
of obtaining the best possible momentum resolution, it is often preferable not to include some
of the unfolded clusters in the fit.

5.1.5.2. Track reconstruction. Offline track finding in the TRD is based on the Kalman
filtering approach, which we have chosen because of its successful implementation for track
finding in the TPC and ITS and the similarities of the track finding environment in the ALICE
TPC and in the TRD. As mentioned in Section 51.2, one of the advantages of the Kalman
filter concept is that it provides a straightforward way to propagate track segments between
sub-detectors, in our case between the adjacent TRD layers as well as between the TRD and
the TPC.

The implementation of the TRD track finding shares many features developed for the
ALICE TPC track finding described in detail in Section 5.1.3 of this report. The track
candidate from the TPC is followed inside the drift volume of the TRD chambers in steps
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particle momentum spectrum). Right: Energy loss fluctuations remaining after the most probable
energy loss corrections.

which correspond to the effective radial distance between two consecutive time bins. At
each extrapolation the track helix parameters and covariance matrix are re-evaluated using
information about the expected multiple scattering and energy loss.

There are some differences between the TPC and TRD track finding that are described
below.

Interactions with the detector material. A significant fraction of tracks traversing the TRD
interacts with the detector material. When a particle hits some high density element of the
TRD (electronics, cooling, space frame) it either scatters and loses a significant amount of its
energy or may even be absorbed. The space distribution of the points of particle interactions
with material between the TPC and the TOF is shown in Fig. 5.37.

Because of the bending in the magnetic field, the amount of material crossed by a particle
depends on the particle momentum. The typical particle energy loss can easily be as big as
10% of the initial energy (see Fig. 5.38, left). The TRD track reconstruction software takes
into account these losses, however, the particle energy can be corrected only for the most
probable energy loss. After this correction is done, the remaining statistical uncertainty of
the particle energy is still rather high (see Fig. 5.38, right). This gives the uncertainty in the
reconstructed momentum of about 2%, which is bigger than the momentum resolution that is
already achieved for this track after the reconstruction in the TPC and ITS.
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Therefore, the TRD track reconstruction acts differently in the following two situations. If
a track does not cross areas with a high material concentration, its parameters are updated each
time a new TRD cluster is assigned to this track until the outer wall of the TRD is reached.
Such tracks are then propagated to the TOF and the final refit towards the TPC is done using
the track parameters stored at the outer wall of the TRD. The tracks crossing big amounts of
material are still propagated to the surface of the TOF. However, for the final backward refit,
we use the track parameters stored at the point before entering the zone with the high material
concentration.

Tracklet finding. The Kalman filter algorithm uses extrapolation of track parameters to the
next propagation layer. The distances between the TRD chambers are bigger than the distances
between TPC pad rows. In the case of the TPC, a cluster with the minimal distance to the
predicted track extrapolated position is taken as the next measurement. However, in the case
of the TRD, the track position uncertainty is comparable to the mean distance between the
clusters. In the high multiplicity environment, there is a significant probability of taking
incorrect clusters. The situation is even more complicated, because the z coordinate of the
cluster is known only with precision of about 3 cm (given by the pad length of about 9 cm).

Therefore, the cluster-search mechanism was replaced by a tracklet-search mechanism.
A tracklet is a set of clusters and we try to combine the track extrapolation information with
the local tracklet informations. We search for tracklets with minimal χ2 distance to the track.
The χ2 distance is given not only by the tracklet position but also by the tracklet angle. The
information on the z-position is also used in the tracklet-finding algorithm. For tracks with
the tangent of deep angle less than 1 (all primary tracks), the number of changes in pad row
direction can not exceed one.

In order to find tracklets with minimal χ2 distance to the track, a full combinatorial search
can be used. However, such an algorithm uses a lot of CPU time. Instead, an iterative approach
was chosen. In a first approximation, the closest clusters to the track are taken. Afterwards,
the closest tracklets to the track are found in several iterations:

• The tracklet position, angle and their uncertainty are calculated.
• The new weighted mean cluster position is calculated (tracklet + track).
• If the χ2 of the current tracklet is smaller than the χ2 of the best previous tracklet and the

number of pad row changes are less than or equal to the best previous, the current tracklet
is chosen.

• The clusters closest to the new weighted mean position are taken.

Tracklet and cluster error parametrization. The cluster position uncertainty can be
estimated using the r.m.s. of the tracklet-cluster residuals. This so-called intrinsic resolution
is determined mainly by signal-to-noise ratio and angular effects. The cluster errors inside
one layer are strongly correlated. To take the correlation into account two approaches were
implemented and tested:

• We update the track parameters with the tracklet measurement, as the error correlation
between the tracklet measurements is negligible.

• We update the track parameters using the cluster position measurements corrected for the
systematic effects mentioned above.

The track-parameter resolution obtained using both approaches is similar. The main
advantage of the first approach is that it is several times faster. Moreover, in this approach
the correction for the centre of gravity in the radial (drift) coordinate can be applied. The
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Figure 5.39. Ratio of the number of associated clusters to the number of pad rows crossed. Left:
central Pb–Pb collisions (dNch/dη = 6000). Right: pp collisions.

disadvantage of this approach is that it would require some modifications in the underlying
track reconstruction equations. Therefore, the second approach is currently used.

In this approach, the resulting cluster uncertainty σ 2
y used in the Kalman filter is

calculated in the following way:

σ 2
y = r.m.s.+ (σdt tanα)2 Ncl, (5.7)

where σdt is a parameter corresponding to the uncertainty in time position and Ncl is the
number of clusters in the tracklet. The value of the parameter σdt is obtained normalizing
pulls of the error distribution to one, independently of the tracklet angle.

The space point resolution for overlapped clusters is an order of magnitude worse
than the space point resolution obtained for isolated clusters, even if the clusters are
unfolded. Consequently, additional correction factors are added to the cluster uncertainty σ 2

y ,
corresponding to the mean cluster shape for the tracklet and the number of pad row changes.
The correction factors were chosen by normalizing the pulls of the error distribution to one,
independently of the mean shape factor and the number of pad row changes.

Tuning of the tracker parameters. To improve the space and momentum resolution and the
track-finding efficiency, several parameters (the drift velocity, the shape of the ion tail, the
time offset) have to be tuned. These effects depend on the hit position. Unfortunately, the
precision of the track space measurement is not sufficient in the coordinate that is important
here (z) to be able to make an efficient correction for these effects. Instead, an effective drift
velocity, an effective tail cancellation, and an effective time offset are used as parameters.

To tune these parameters in offline reconstruction, the local matching between the TRD
tracklets from different TRD planes is required.

5.1.5.3. Performance of the TRD track finding

Track finding quality. In high track multiplicity events many clusters are overlapped, and
their reconstructed positions are significantly displaced. Usually, such clusters do not fall
into the ±4σ window around the extrapolated track position and, thus, these clusters are not
assigned to tracks. The ratio of the number of clusters associated to a track to the number of
pad rows crossed by this track is shown in Fig. 5.39.

Track-finding efficiency. As usual, the efficiency of track-finding software is defined as a
ratio of number of ‘good found’ tracks to the number of ‘good generated’ tracks, whereas the
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Figure 5.40. TRD software track-finding efficiency as a function of particle transverse momentum
and dip angle. Left: central Pb–Pb collisions (dNch/dη = 6000). Right: pp collisions.

probability to obtain a fake track is expressed by the number of ‘fake found’ tracks divided by
the number of ‘good generated’ track.

In case of the TRD we define:

• ‘Good generated’ track as a track that crosses more than three TRD chambers.
• ‘Good found’ track as a track having the number of assigned clusters larger than 50% of the

expected number of pad rows crossed. In addition, we require such tracks to have not more
than 10% of incorrectly assigned clusters, and at least half of the innermost 10% of clusters
have to be assigned correctly.

• ‘Fake found’ track as a track with a sufficient number of assigned clusters, but having a
bigger percentage of incorrectly assigned clusters.

No significant dependence of the software track-finding efficiency on the transverse
momentum of the particles was found (see Fig. 5.40).

Precision of the reconstructed track position. The efficiency of matching the tracks with the
TOF detector is affected by the precision with which the position of a track is reconstructed
at the outer wall of the TRD. This precision depends on the particle momenta and also on the
track multiplicity as can be seen in Fig. 5.41.

5.1.6. Combined track finding

5.1.6.1. Overall track-finding efficiency. Every detector, if it contributes to the reconstruction
of a track, improves the reconstruction quality of this track. However, the requirement of
being reconstructed in as many detectors as possible reduces the statistics of such tracks.
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Figure 5.41. Precision of the track position reconstructed at the outer wall of the TRD in xy plane
(left) and z direction (right) for central Pb–Pb collisions dNch/dη = 6000 (top) and pp collisions
(bottom).
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Figure 5.42. Physical track-finding efficiency for different combinations of the tracking detectors.
Left: Central Pb–Pb collisions (dNch/dη = 6000). Right: pp collisions.

The overall software track-finding efficiency is still rather high (about 90% practically at any
momenta), but the physical track-finding efficiency is much more dependent on the number
of contributing detectors. This is true both for the case of the high multiplicity events (see
Fig. 5.42, left) and pp events (Fig. 5.42, right), because, as already discussed above, the
physical efficiency is mainly defined by the particle decays, presence of dead zones, and
interactions with the material.

5.1.6.2. Overall momentum and angular resolutions. As can be seen from Fig. 5.42, the
biggest loss of the combined track-finding efficiency happens in the TRD. However, this
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Figure 5.43. Transverse-momentum resolution for different combinations of the tracking
detectors. Left: Central Pb–Pb collisions (dNch/dη = 6000). Right: pp collisions.
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Figure 5.44. Azimuthal-angle resolution (1ϕ) and dip-angle resolution (1λ) for different
combinations of the tracking detectors (central Pb–Pb collisions, dNch/dη = 6000).

detector is indispensable for electron identification (see Section 5.4.3) and, in addition, it
improves the overall momentum resolution, especially at higher momenta (see Fig. 5.43).

The best overall momentum resolution is achieved for low track multiplicity events
(pp collisions) for the combination ITS+TPC+TRD. The resolution is as good as ∼3.5% at
100 GeV/c (see Fig. 5.43, right). This will, however, require very accurate corrections for the
energy losses in the material and precise alignment of the detectors.

The angular resolutions for different combinations of the tracking detectors are shown
in Fig. 5.44. At lower momenta the angular resolutions are defined by the multiple scattering
on the material between the last space point assigned to a track and the primary vertex. At
higher momenta, where the influence of multiple scattering becomes negligible, the angular
resolution is defined by the space point precision of the contributing tracker detectors. As
pointed out in Ref. [32] the best results are achieved by combining the TPC and ITS. The
obtained resolutions are in good agreement with the ones that can be estimated from the
thickness of the inner pixel ITS layer and the beam pipe, and the space point precision of the
detectors.

There is no significant dependence on the track multiplicity.

5.1.6.3. Track impact-parameter resolution. The impact parameter of a track is defined as
the distance of closest approach of the track to the interaction vertex. The measurement of
the track impact parameter is crucial for the study of the physics signals characterized by
the presence of a secondary vertex with a small displacement from the interaction vertex.
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This is, in particular, the case for the detection of particles with open charm and open beauty
(Section 6.6). We consider separately the two projections of the impact parameter in the plane
transverse to the beam direction and along the beam direction, respectively:

d0(rϕ)= ρ−

√
(xv − x0)2 + (yv − y0)2 and d0(z)= ztrack − zv, (5.8)

where ρ and (x0, y0) are the radius and the centre of the track projection in the transverse
plane, (xv, yv, zv) is the position of the primary vertex, and ztrack is the z position of the track
after it has been propagated to the distance of closest approach in the transverse plane. Clearly,
the d0 resolutions are a convolution of the track position resolution and of the primary vertex
position resolution.

In ALICE, the information on the impact parameter is mainly provided by the Inner
Tracking System, and, in particular, by the two layers of Silicon Pixel Detectors, which
have fine granularity and are positioned close to the interaction point. In the following we
summarize simulation results [32] on the dependence of the impact parameter resolution on
particle kinematics and particle type. We consider the nucleus–nucleus and proton–proton
cases separately.

Impact parameter resolution in Pb–Pb collisions. As discussed in Section 5.1.1, the
transverse size of the interaction region during LHC nucleus–nucleus runs will be of about
10µm. Since the position of the centres of the beams will be stable for a given run (of a
duration of a few hours), the mean position of the interaction point during each run can
be measured with very high precision, by integration over a long time interval. Therefore,
the uncertainty on the vertex position in the transverse plane can be assumed to be given
by the size of the interaction region, i.e. about 10µm. The z position of the vertex can be
reconstructed, before tracking, exploiting the correlation between clusters in the two pixel
layers. The resolution is about 5–7µm for multiplicities in the range dNch/dη = 3000–6000.
The uncertainty on the primary vertex position is, therefore, much smaller than the track
position resolution for tracks with pt up to about 10 GeV/c, in nucleus–nucleus collisions.

For the evaluation of the d0 resolutions, track reconstruction was performed using the
standard Kalman filter in the TPC and in the ITS, with two iterations in the latter. During
the first iteration, the information on the primary vertex position (nominal beam position) is
used for primary track finding; in the second step, the vertex constraint is released to allow for
secondary (displaced) track finding. Afterwards, all found tracks are refitted without vertex
constraint in order not to bias the measurement of the impact parameter. At first we consider
tracks with a cluster in each layer of the ITS; as detailed in the following, the impact parameter
resolution is strongly dependent on the number of clusters associated to track in the ITS, and,
in particular, on the presence of the clusters in the two pixel layers.

Figure 5.45 presents the resolutions as a function of pt for electrons (e±), pions (π±),
kaons (K±) and protons (p and p̄) with |η|< 0.9. The pt-dependence reflects what is expected
from a momentum-independent contribution due to the spatial resolution of the detectors
added to a momentum-dependent contribution due to multiple scattering. We fitted the d0(rϕ)
resolution for charged pions to the expression

σd0(rϕ) (µm)= 10 +
53

pt (GeV/c)
√

sin θ
, (5.9)

where θ is the polar angle of the track (for the functional form of the pt and θ dependence
of the multiple scattering term, see, for example, the appendix of Ref. [8]). Given that
the multiple scattering angle depends on 1/β, for low momenta, where this is the main
contribution to the impact parameter resolution, the resolution itself depends on the particle
type, being worse for heavier particles. For pt > 1 GeV/c the resolutions for kaons (protons)
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Figure 5.46. Distributions of the rϕ impact parameter for primary pions with 0.9< pt <

1.1 GeV/c. On the left, tracks with six correctly assigned ITS clusters (solid) and ‘fake’ tracks,
with at least one misassigned cluster (dashed). On the right, tracks with five ITS clusters (solid)
and tracks with five clusters but with clusters in the pixel layers (dashed). We report the resolutions
estimated with a Gaussian fit.

are the same as for pions. The separation at low pt between pions and electrons is not well
defined, because the latter can suffer from energy loss due to the bremsstrahlung process; even
if the probability is quite low (∼1% at pt = 1 GeV/c), this spoils both the momentum and the
impact parameter resolutions.

We now consider the effect on the impact parameter resolution of misassigned or missing
clusters in the ITS layers. We focus on the rϕ impact parameter for pions with 0.9< pt <

1.1 GeV/c. Figure 5.46 (left) shows that the distribution of the impact parameters for ‘fake’
tracks (at least one misassigned cluster) is much broader than that for tracks with six correctly
assigned clusters. However, since the fraction of fake tracks is about 2–3% at pt = 1 GeV/c
and it rapidly vanishes as the pt increases, for relatively high pt tracks, the effect due to
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Figure 5.47. Impact-parameter resolution in the transverse plane as function of the transverse
momentum in pp collisions.

misassigned clusters is very small, if six ITS clusters are required. As can be seen in Fig. 5.46
(right), for tracks with only five clusters in the ITS, the resolution is still good if there is
a cluster in each of the pixel layers. Therefore, for the physics studies requiring an optimal
impact-parameter resolution, the loosest track-quality condition is to have at least five clusters
in the ITS and the two clusters in the pixel layers.

Impact parameter resolution in proton–proton collisions. In Section 5.1.1 we argued that
the primary vertex position in pp collision will have to be determined on an event-by-event
basis and we showed that the resolutions achieved with an algorithm that uses reconstructed
tracks depend on the event multiplicity and are of 60µm for the transverse coordinates and
90µm for z, on average. Therefore, in pp collisions the impact parameter resolution will have
a significant contribution from the uncertainty in the primary vertex position, which is about
one order of magnitude larger than in the Pb–Pb case.

The resolution on the track position in the transverse plane—the main contribution to the
impact parameter resolution—is essentially the same in pp and in Pb–Pb, if one cluster per
ITS layer is required [32]. This is not surprising, having already verified that the effect due
to the presence of fake tracks in Pb–Pb is quite small. Figure 5.47 presents the rϕ impact
parameter resolution in pp collisions for charged pions. On the left, we show the resolution
integrated over a large sample of PYTHIA events (for this sample the average number
of reconstructed tracks is 〈Ntracks〉 = 7). On the right, we consider only high-multiplicity
events with Ntracks > 15. We plot the resolution σd0 on the impact parameter (solid line), the
resolution σtrack on the track position (dashed line), and the ‘equivalent’ resolution on the
vertex position (dotted line), obtained as σvertex = σd0 	 σtrack (for all quantities we consider
the rϕ component). From the analysis of these plots, we observe that the worsening in the d0

resolution w.r.t. the case of perfect knowledge of the vertex position, (σd0 − σtrack)/σtrack, is
negligible for very low pt tracks, of the order of 30% for pt = 1 GeV/c, and of the order of
50% for pt = 10 GeV/c. However, the impact of the uncertainty on the vertex position is not
too dramatic for medium- and high-momentum tracks, since these tracks are always produced



1362 ALICE Collaboration

m)µd0 (
-100 -50 0 50 100
0

50

100

150

200

250

300

350

400

Constant = 399.2 
Mean     = 0.1327 
Sigma    = 9.913 

 projectionφr
Constant = 399.2 
Mean     = 0.1327 
Sigma    = 9.913 

m)µd0 (
-400 -200 0 200 400

0

50

100

150

200

250

300
Constant =   287 

Sigma    =  68.7 

z projection
Constant =   287 
Mean     = -0.3764
Sigma    =  68.7 

m)µd0 (
-100 -50 0 50 100
0

50

100

150

200

250

300

350

400

Constant = 407.1 
Mean     = 0.1549 
Sigma    = 9.716 

 projectionφr
Constant = 407.1 
Mean     = 0.1549 
Sigma    = 9.716 

m)µd0 (
-400 -200 0 200 400

0

100

200

300

400

500

600

Constant =   594 

Sigma    = 33.43 
z projection

Constant =   594 
Mean     = -0.3942
Sigma    = 33.43 

Figure 5.48. Impact-parameter resolutions for tracks with pt > 20 GeV/c reconstructed with the
ITS only (upper panels) and with the combination TPC+ITS (lower panels).

in events with large multiplicity, in which the vertex can be reconstructed quite precisely; this
is clearly shown by the strong pt dependence of the ‘equivalent’ vertex resolution, σvertex.

Impact-parameter resolutions for high-momentum tracks. As demonstrated in Ref. [32], in
the high momentum-limit, where the multiple scattering is negligible, the TPC contribution to
the longitudinal z impact-parameter resolution becomes essential (see Fig. 5.48). This can be
explained by observing that the impact-parameter resolutions are strongly dependent on the
angular resolutions which are, especially for the dip angle, better if the TPC space points are
included in the reconstruction.

5.1.7. Secondary vertex reconstruction. In this subsection we describe the ALICE
capabilities to reconstruct V0, cascade and kink topologies.

5.1.7.1. V0 and cascade finding procedure. The V0 finding procedure starts with the
selection of secondary tracks: tracks which have a too small impact parameter with respect to
the primary vertex are eliminated. Then, one has to combine each ‘secondary’track with all
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the other ‘secondary’ tracks having an opposite charge. Two different cuts are applied for the
positive track (b+) and the negative track (b−) impact parameters (see Fig. 5.49).

Such pairs of tracks are rejected if the distance of closest approach (DCA) in space
between the two tracks is larger than a given value. The minimization of the distance between
the tracks is performed numerically using a 3-dim helix track parametrization. There is also a
possibility to minimize a ‘normalized DCA’ which takes into account the possible difference
in the reconstructed track position in the transverse plane and along the beam direction.
This increases slightly the precision of the reconstructed V0 position, especially for the high-
momentum V0’s. This position is supposed to be on the line corresponding to the DCA while
the distance between a track and the vertex is proportional to the norm of the covariance
matrix of the track parameters.

Once the vertex position is defined, only the secondary vertices inside a given fiducial
volume are kept. The inner boundary of this fiducial area is limited by the expected particle
density and the tracking precision which, in turn, is mainly defined by the multiple scattering
on the pixel layers of the ITS. It can be shown that, assuming a particle density of dNch/dη =

4000 and being given the current material budget together with the present tracking software,
one can hardly go deeper than 0.9 cm from the primary interaction point. The outer limit was
initially imposed by the radius of the beam pipe (3 cm), however there is a possibility to extend
this limit up to the inner radius of the TPC.

Finally, the V0 finding procedure checks whether the momentum of the V0 candidate
points well back to the primary vertex. Hence we extrapolate the two tracks of this candidate
to the points of the DCA and calculate the V0 momentum as the sum of the track momenta
taken at those points. Then we apply a cut on the cosine of the angle (pointing angle) between
the V0 momentum (P) and a vector (R) connecting the primary vertex and the V0 vertex
positions (cos2p).

The cascade finding procedure, used to reconstruct the 4− and �− baryons and their
corresponding antiparticles, starts with looking for all V0 candidates. The method is illustrated
in Fig. 5.50 for the4− and the�− cases. Since the3’s we want to reconstruct here come from
a cascade particle decay, they do not have to point on the main collision vertex. The condition
on the pointing angle is consequently loose. In order to achieve a substantial background
suppression at this level, we select only the V0 candidates having a large impact parameter
(bV0 ).
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Then, the V0 candidates found within the 3 mass window have to be combined with all
possible secondary tracks (bachelor candidates). The impact parameter (bb) of the bachelor
must also be large enough to have a good rejection of primary particles. A V0 bachelor
association is accepted if the distance of closest approach (DCA) between the bachelor track
(helix) and the V0 mother trajectory (straight line) is small enough.

Finally, we check whether this cascade candidate points well back to the primary
vertex. The cascade finding is limited to the same fiducial region as the one used for V0

reconstruction. Hence, both the cascade decay and the successive3 decay have to be between
r = 0.9 cm and a variable upper limit.

Estimation of the reconstruction quality. The precision of the reconstruction is calculated
using the difference between the reconstructed parameters and the generated ones.

The efficiency of the reconstruction (εgood) and the probability to get a fake vertex (εfake)
are defined in the following way:

εgood =
number of good found

number of good generated
,

εfake =
number of fake found

number of good generated
.

A vertex is called ‘good’ generated (or, in other words, ‘findable’) if it:

• is inside the fiducial volume;

• consists of ‘good’ tracks, hence findable tracks;

• comes from K0
S → π−π+, 30

→ π−p, 4−
→ π−30

→ π−π−p and �−
→ K−30

→

K−π−p and the corresponding antiparticle decays.
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A ‘good’ found vertex must be:

• inside the fiducial volume;
• within a certain window around the particle mass;
• coming from a real decay;
• have a correct mass hypothesis.

Finally, ‘fake’ found vertices are those which do not come from a real decay or are
assigned a wrong mass hypothesis, even if they are found inside the fiducial area and within
the window around the searched particle mass.

The acceptance of the reconstruction chain is defined as follows:

A =
number of good generated

total number of generated in 45◦
< θ < 135◦ .

The results presented in the next section were obtained using the ‘microscopic’ simulator
for the TPC and the ITS. The amplitude of the magnetic field was set at 0.5 T. The quality
of the V0 and cascade reconstruction was estimated for events characterized by a particle
multiplicity of dNch/dη ∼ 4000. The hyperons were generated with a momentum distribution
following m t-scaling and mixed in the background parametrized HIJING events (Section
4.2.1.2 in Volume I [3]).

Current results. The first strategy that we applied consists in limiting the hyperon
reconstruction to a very narrow fiducial zone, inside the beam pipe (between 0.9 cm and
2.9 cm), in order to reduce the background as much as possible. In this case, good tracks
must have six clusters in the ITS (one per layer). Because of these constraints, the number
of findable secondary tracks is small. Consequently, the acceptance for V0 is only about 5%.
On the other hand, we are able to reach a good efficiency for V0 finding (∼30–40%), while
the background stays at a very low level (S/B ∼ 10). This is due to the fact that we can
apply tight reconstruction cuts (for 3 : b+> 300µm, b−> 600µm, DCA < 600µm and
cos2p > 0.9995) because the track parameters are determined with a very good precision
(including all ITS layers) and the nearest possible from the secondary vertices. Besides, the
fact that the reconstruction is limited to the region inside the beam pipe allows to avoid all the
background coming from secondary interactions in the material. The situation becomes more
difficult in the case of cascade hyperons. Here, the rate of losses during the secondary vertex
reconstruction is higher. These losses are due to the rather severe cuts that have to be applied
in order to keep the signal-to-background ratios at an acceptable level.

The second strategy consists of keeping for the V0 reconstruction all the tracks which
have been found in the TPC, regardless of the number of clusters they contain in the ITS
(from zero to six). In this case, the reconstruction region can be extended up to the TPC.
Taking the case of3’s, this leads to a substantial gain in the acceptance (25.5%). The price to
pay is an increase of the background. The reconstruction cuts have to be optimized in order to
reduce it as much as possible (S/B> 1) without deteriorating the efficiency since the aim of
this last strategy is to approach the best possible reconstruction rate. Actually, the V0 finding
efficiency can even be improved, the reason being that fewer secondary tracks are lost since
the assignment of clusters in the ITS layers is not required anymore. The tracking efficiency
for secondaries goes up to about 80–90%. A ‘good’ V0 can actually be found only if its
two daughters are ‘good’ tracks which are correctly reconstructed (i.e. ‘good’ found tracks).
Being given this tracking efficiency of about 80–90% for secondary tracks, the number of such
V0’s, taking the case of 3’s, represents about 70% of the ‘good’ ones. Hence, the maximum
3 finding efficiency that we may hope to get is approximately 70%. If the reconstruction
cuts are reasonably loose (minimum impact parameters b+ and b− of 200µm, a maximum
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Figure 5.51. 3 invariant mass spectrum corresponding to the reconstruction of 300 HIJING
events.

DCA at 1 cm and a maximum pointing angle at 6◦ (cos2p > 0.995)), we are able to reach
this value. Indeed, less than 1% of the V0’s get lost during the reconstruction procedure. In
other words, the intrinsic efficiency of the reconstruction method is larger than 99%. But to
keep the background at an acceptable level, we have to use tighter cuts which deteriorate the
efficiency.

As a compromise, the 3 invariant mass spectrum, obtained after the reconstruction of
300 HIJING events (dNch/dη = 4000 and 100 3’s/event within 45◦ < θ < 135◦) is shown
in Fig. 5.51. The geometrical cuts used here (b−> 0.15 cm, b+> 0.1 cm, DCA < 0.5 cm,
cos2p > 0.999) lead to an efficiency of 42.5% and a S/B of about 1.4.

The rate of reconstructed V0’s (acceptance × efficiency) is substantially improved with
respect to the first strategy, since it reaches 11% for 3’s.

Of course, depending on the kind of analysis one has to perform, one can tolerate different
levels of background. If a pure signal is mandatory, then we can reach a low level of noise by
applying more severe cuts which in turn reduce the reconstructed 3 rate.

An example, corresponding to b−>0.15 cm, b+> 0.1 cm, DCA < 0.1 cm, cos2p >

0.9997, is shown in Fig. 5.52. Here, the efficiency (22.5%) and the reconstruction rate (5.7%)
are reduced by a factor 2 but the S/B ratio is larger than 6.

The same kind of study has been conducted for the reconstruction of K0
S. The results are

summarized in Table 5.4. The reconstruction rate of K0
S is comparable to that of 3 particles.

Concerning 4 reconstruction, the global acceptance is of about 10%. For this
reconstruction, the selection of secondary 3’s uses minimum impact parameter values close
to the ones used for primary3’s (b−>0.2 cm, b+>0.06 cm) but the condition on the DCA of
the3 daughters is strengthened (<0.1 cm) while the cut on the V0 pointing angle is obviously
loose (cos2p > 0.995). A minimum impact parameter of 1 mm is also required for the 3.

The maximum impact parameter of the bachelor is of 1.2 mm and the maximum DCA
allowed between the bachelor and the V0 trajectory around 1 mm, while the pointing angle
of the reconstructed cascade must be smaller than 2◦ (cos2p > 0.9995). The invariant mass
spectra obtained with this set of cuts for 4 particles is shown in Fig. 5.53. The efficiency of
the reconstruction is 5%. The yield of reconstructed 4’s is 0.075/event.



ALICE: Physics Performance Report, Volume II 1367

)2 Invariant Mass (GeV/cΛ
1.07 1.08 1.09 1.1 1.11 1.12 1.13 1.14 1.15 1.16

C
ou

nt
s

0

100

200

300

400

500

)2 Invariant Mass (GeV/cΛ
1.07 1.08 1.09 1.1 1.11 1.12 1.13 1.14 1.15 1.16

C
ou

nt
s

0

100

200

300

400

500

Figure 5.52. 3 invariant mass spectrum corresponding to the reconstruction of 300 HIJING
events, using tight cuts on the DCA and cos2p.

Table 5.4. Reconstruction precisions, efficiency, and integrated acceptance normalized to the
production in the range 45◦ < θ < 135◦.

Position Angular Momentum Efficiency Acceptance
resolution resolution resolution εgood A
(mm) (mrad) (%) (%) (%)

K0
S 0.3 5.0 1.5 58 20

30 0.4 3.5 1.2 42.5 25.5
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Figure 5.53. 4 invariant mass spectrum obtained with the reconstruction of 300 HIJING events.



1368 ALICE Collaboration

Charged daughter track

Parent track

Fiducial zone
DCA

Figure 5.54. Geometrical selections in the rϕ projection used for the kink reconstruction.

The main advantage of the large acceptance available within this second reconstruction
strategy is that it allows for a substantial extension of the measurable transverse momentum
range, while the efficiency for high-pt hyperon reconstruction can also be improved a lot by
applying pt dependent cuts. This will be discussed in detail in Chapter 6.

5.1.7.2. Kink reconstruction. Kinks are topological signatures of 1-prong decays. The final
objective for kink reconstruction is to identify kaons over a wide momentum range. The most
frequent sources of kinks are the muonic decays of charged π - and K-mesons: π → µν

(branching 99.98%), K→ µν (branching 63.26%). Since both mesons have a large cτ ,
780.4 cm and 371.3 cm, respectively, and momentum in the central region of ALICE in a
range from few MeV/c to few tens of GeV/c, we concentrate on the search for kinks inside
the volume of the TPC. However, the performance of the kink finder will be improved by
including the information from the other two tracking detectors in the central barrel, the ITS
and TRD.

The kink-finding algorithm (large decay angles). Large-decay-angle kinks are reconstructed
by associating pairs of tracks that intersect (within some tolerances) in space and have the
same charge. The tracks that cross the entire TPC volume are rejected. Each of the tracks left
is paired with all the other tracks passing a set of selection criteria: the tracks should not pass
far from each other (i.e. should pass through the same or one of the neighbouring sectors and
closer than 60 mm in the z projection), should have the same charge, and the summed number
of clusters associated to the two tracks should be within certain boundaries.

For each track pair we find the distance of closest approach (DCA) in the bending plane
(or the intersection points) and, if it does not happen inside a specified fiducial region in r ,
such a pair is rejected (see Fig. 5.54 for the possible configuration). The fiducial region at this
step may exceed the TPC coverage. Then one calculates analytically in linear approximation
the distance in space between the tracks at the position of the DCA found in the previous step,
and imposes stronger constraints on the fiducial region and the newly calculated value of the
DCA. Next, the decay vertex is reconstructed by a numerical minimization of the distance in
space between the two helices representing the tracks in a way similar to that used for the V0

reconstruction (see Section 5.1.7.1 of this document).
Only pairs having the reconstructed kink position within the final fiducial volume are

kept. This fiducial volume is limited by the track precision, which in TPC is mainly defined
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Figure 5.55. Left: Tracking efficiency for parent tracks as function of the radial coordinate of the
decay vertex. Right: tracking efficiency for daughter tracks as a function of the radial coordinate
of the decay vertex.

by the length of the track, and the tracking efficiency. The inner boundary of the fiducial zone
is further limited by an increased (with respect to the outer pad rows) occupancy. One can
see from Fig. 5.55 that the fiducial area can hardly be extended outside the R = 120–220 cm
range.

In order to further decrease the number of wrong track pairs, the track cluster densities,
before and after the DCA position, are calculated for each track in the pair and a set of cuts
on these track cluster densities is applied. Further, we compare the cluster densities before the
DCA position for the two tracks in order to associate the correct track to the decaying particle
and apply an upper limit cut on the curvature for the decaying particle.

Finally, for all the selected kink candidates, we refit the tracks towards the decay vertex,
and additional rejection of improbable configurations is achieved by applying a cut on the
decay angle. If a track can potentially belong to several kink candidates, only the best
combination (the longest tracks, the highest cluster density, the smallest DCA) is kept.

The kink-finding algorithm (small decay angles). The second part of the kink-finding
algorithm starts with the selection of track candidates for breakpoint analysis. Low-
momentum tracks (pt < 1.4 GeV/c), tracks that are associated to any of the kink candidates
found previously, tracks that share at least half of their associated clusters with tracks that
belong to a kink candidate, and tracks which have less than a certain number (80) of associated
clusters are rejected. For each of the track candidates we obtain at every hit on the track away
from the ends (about 20 pad rows) three fits for the track parameters at that hit: a fit to the
part of the track upstream, a fit to the part of the track downstream, and a fit to the whole
track. Instead of using the classical test-statistics based on the χ2 of the mismatch of all the
forward–backward parameters at each hit, we explicitly search for a change in direction.

Thus we use the upstream and the downstream parts of the track to define a kink for which
we require that its decay vertex be inside the fiducial volume. We define the track breakpoint
at the location of the kink for which we register the biggest change in track direction. Once the
kink is thus defined, it will be stored if our selection criteria are met. These selection criteria
require that the number of clusters associated to the two track segments is higher than certain
values (at least 30 clusters for mother and at least 20 clusters for daughter), the decay vertex
position is inside the fiducial volume and the DCA between the tracks is less than 0.5 cm, and
that the pt of the mother is not below 1.4 GeV/c.

The final set of cuts, aimed to reduce the number of found kinks that do not come from a
real decay, involve parameters that are well defined only after the last tracking pass including
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Figure 5.56. Left: Definition of the qt-value of the charged daughter. Right: The qt-value
distributions of charged daughters for different kaon decay channels. The branching ratios were
taken into account. The arrow indicates the qt limit of the pion decays (30 MeV/c).

the information from the other tracking detectors is performed and the kink parameters are
updated accordingly. They include the decay angle and its associated reconstruction error,
the DCA, and the transverse momentum of the charged daughter calculated in the rest
system of the decaying particle. The pion decays and the bulk of low-momentum accidental
crossings between unrelated tracks are rejected by cutting on the transverse charged daughter
momentum calculated in the centre-of-mass system (qt value, see Fig. 5.56, left panel) of
the particle which decays. The right panel of Fig. 5.56 shows the qt distributions of charged
daughters for different kaon decay channels and the qt limit for pion decays.

To improve further the signal-to-background level, one has to check for unrejected
accidental crossings. We thus introduce a pt- and event-multiplicity-dependent cut on the
decay angle by requiring that the kink angle be not smaller than a certain critical angle
parametrized in terms of decay angle reconstruction error. Also we require that tracks
associated to the decaying particle pass through the ITS and survive the back propagation
to the TPC, both parent and daughter tracks are in the TPC acceptance and do not curl back
inside the TPC, the impact parameter of the parent track is smaller than some value, and that
the distance between the last hit of the parent and the kink vertex position does not exceed a
given limit.

Since kaons have a pt threshold to pass through the ITS material and TPC cannot track
well below 100 MeV/c, lower limit cuts on the pt of the parent track and on the daughter
momentum help to reject more background. The main selection parameters and their final cut
values are listed in Table 5.5.

Estimation of the reconstruction quality. The quality of the reconstruction can be
characterized by its precision, efficiency and probability of obtaining a fake decay vertex.
Precision is naturally defined as the width of the distribution of the differences between
a true (simulated) parameter, such as momentum or vertex position, and the reconstructed
one. Efficiency of the kink finding and the probability of obtaining a fake decay vertex is
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Table 5.5. Kink selection parameters and cut values.

Selection parameter Cut value

Fiducial region (R) 120< R < 220 cm
qt >50 MeV
Distance of closest approach (DCA) <2 mm
Decay angle >3σθkink

θParent 45◦ < θ < 135◦

dparent < 2 cm
ddaughter > 2 cm
pdaughter > 100 MeV/c
pparent > 300 MeV/c

defined as:

εgood =
number of good found

number of good generated
,

εfake =
number of fake found

number of good generated
.

In the above definitions, a ‘good’ (‘findable’) generated decay vertex fulfils the following
conditions:

• it is inside the fiducial volume;
• it is inside the TPC acceptance range 45◦ < θ < 135◦;
• it comes from a K±

→ µ±ν decay;
• the decay happens in the forward direction;
• it consists of ‘good’ tracks (each of the two tracks has left signals in at least 15 different

pad rows).

A ‘good’ found vertex must be:

• inside the fiducial volume;
• coming from a real K±

→ µ±ν decay.

Finally, a found decay vertex is ‘fake’ if it does not come from a real kink decay.
The acceptance of the reconstruction chain is defined in the same way as for the V0 and

cascade particles:

A =
number of good generated

total number of generated in 45◦
< θ < 135◦ .

The estimates of the quality of kink reconstruction were obtained using the the detailed
TPC simulations and ‘signal enriched’ events for different particle multiplicities and different
tracking detectors configurations. The ‘signal enriched’ events were obtained by mixing
within realistic HIJING events (central Pb–Pb, b: 0–2 fm) pure K signal events generated in
samples of 500 kaons (50% K+ and 50% K−) in the TPC acceptance in intervals of 0.5 GeV/c
covering a wide range in transverse momentum, with full momentum and pseudo-rapidity
distributions fixed by HIJING model parametrizations, and forced to decay in the TPC fiducial
volume (120 cm< R < 220 cm) to the K → µν decay channel. The mixing was done at the
level of ‘summable digits’ (see Chapter 4 of Volume I [3] for details on signal+background
event merging technique). The amplitude of the magnetic field was set to 0.2 T. The results
are presented below.
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Table 5.6. Averaged over the interval 0< pt < 7 GeV/c: The kink radial position resolution
(σR), position resolution along the Z -axis (σZ ), kink angle resolution (σθkink ), qt resolution
(σq t ), momentum resolution of the decaying particle (σp), kink-reconstruction efficiency, pion
contamination (εgood and εfake), and the acceptance (A) obtained using the TPC stand-alone.

σR σZ σθkink σq t σp εgood εfake A
(mm) (mm) (mrad) (MeV/c) (GeV/c) (%) (%) (%)

pp 3.7 1.3 1.7 20. 5.9 70. 0 2.4
Pb–Pb 6.4 2.5 3.3 33. 11. 40. 2.0 2.4
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Figure 5.57. Efficiency and resolutions of different reconstructed kink parameters reconstructed
with the TPC stand-alone as a function of the momentum. Full circles: central Pb–Pb collisions
(dNch/dη = 6000). Empty circles: pp collisions.

Kink reconstruction performance: current results. In this section we present the
performance of the kink reconstruction algorithm, i.e., we address the questions of kink-
finding efficiency, of decay vertex position, kink angle, qt and kaon momentum resolutions,
the question of how the efficiency of the kink finder depends on the momentum of the kaon,
on the decay radius, and on the kink angle, and finally the question of pion contamination and
background levels.

The kink reconstruction precision and efficiency using the TPC stand-alone for particle
densities corresponding to pp and central Pb–Pb collisions are summarized in Table 5.6. The
results were obtained for the fiducial zone 120< R < 220 cm.

The values in Table 5.6 depend on the momentum of the decaying meson. This
dependence is illustrated in Fig. 5.57. The curves marked by empty circles correspond to
the pp low multiplicity. The full circles mark the values obtained for high particle densities
expected in central Pb–Pb collisions.
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Table 5.7. Averaged over the interval 0< pt < 15 GeV/c (for 0< pt < 7 GeV/c, in parentheses):
The kink radial position resolution (σR), position resolution along the Z -axis (σZ ), kink angle
resolution (σθkink ), qt resolution (σq t ), momentum resolution of the decaying particle (σp), kink
reconstruction efficiency, pion contamination (εgood and εfake), and the acceptance (A) obtained
using the ITS, TPC and TRD combined together.

σR σZ σθkink σq t σp εgood εfake A
(mm) (mm) (mrad) (MeV/c) (GeV/c) (%) (%) (%)

pp 5.3 (2.9) 1.8 (1.1) 0.97 (1.2) 13. (9.6) 5.8 (4.9) 74. (77.) 0 1.5
Pb–Pb 7.5 (4.4) 2.7 (1.6) 1.6 (1.8) 23. (16.) 6.7 (5.3) 42. (45.) 2.9 (2.2) 1.5
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Figure 5.58. Efficiency and resolutions of different reconstructed kink parameters reconstructed
with the ITS, TPC and TRD combined together. Full circles: central Pb–Pb collisions (dNch/dη =

6000). Empty circles: pp collisions.

Figure 5.57 (d) shows that over the whole pt range the position resolution of the decay
vertex is below the 1 cm limit (which is roughly the size of the TPC pads). The resolution
of the charged daughter transverse momentum in the rest system of the decay, see 1qt in
Figure 5.57 (c), worsens with the increase of the pt of the decaying particle mainly due to the
decrease in resolution of the momentum of the charged daughter.

Evidently, the addition of the ITS and TRD significantly reduces the uncertainties of the
kink parameters. This is due to the fact that both mother and daughter tracks are in this case
reconstructed over a large length and so with a better precision. The results are shown in
Table 5.7 and Fig. 5.58. The numbers shown in parentheses in Table 5.7 correspond to values
averaged over the same pt interval as the values shown in Table 5.6.

One can see that including the TRD improves the qt resolution by almost a factor 2.
Similarly, for particle densities expected in central Pb–Pb collisions, the momentum resolution
of the decaying kaon is improved almost by a factor 2 if we add the ITS into the reconstruction.
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Thus we found that in a very high track-density environment, the momentum range over
which we can use kink reconstruction to identify kaons with momentum resolution better than
10% extends up to 15 GeV/c compared to about 3 GeV/c, when only the TPC information
is used. Likewise, in a low-multiplicity environment, we can extend this momentum range
from 8 GeV/c, up to about 20 GeV/c by using the combined tracking information. The kink
reconstruction efficiency increases only slightly, about 3%.

5.2. Track finding in the forward muon spectrometer

5.2.1. Coordinate reconstruction. As described in Ref. [33], cathode pad chambers have
been chosen as tracking detectors of the forward muon spectrometer with both the cathode
planes being read out. In order to reconstruct particle coordinates from pad charge
distributions two methods have been developed.

5.2.1.1. Traditional method. The ‘traditional’ cluster-finding method [34] is based on a
‘common-sense’ approach and implements the following model. The charge released by a
charged particle passing through a chamber induces signals on cathode pads. The pad charge
distribution can be described by a two-dimensional integral of the Mathieson function [35].
Therefore, in case of a single particle, its coordinates can be extracted from the fit of
the pad charge distribution by a Mathieson-function-based expression. If there are several
close particles the number of fit parameters must be increased accordingly, and the number
of particle candidates is estimated from the number of local maxima in the pad charge
distribution.

The pad sizes of the chambers are defined by the requirement to have the expected
occupancy of ∼5%. However, given the uncertainty in the extrapolation of the existing data
on particle multiplicities at high rapidities in heavy-ion collisions to the LHC energy, one
might see higher than expected chamber occupancies. For high background levels the amount
of events with significant overlapping of signal- and background-induced pad charges can
become significant. In this case, the estimation of the number of particles from the local
maxima is not sufficiently accurate and results in deterioration of the coordinate resolution.
The situation is even more complicated since pad charges from both cathodes should be
combined during the reconstruction and pad sizes on both cathodes are different for most
of the chamber surface. Therefore, a more sophisticated coordinate reconstruction algorithm,
based on the pad charge unfolding, is desirable and has been developed as described below.

5.2.1.2. EM-based method. The new approach [36] exploits the so-called Maximum
Likelihood–Expectation Maximization (MLEM or EM) deconvolution technique [37] (also
known as the Lucy–Richardson method [38, 39] or Bayesian unfolding [40]). The essence
of the method is that it iteratively solves the inverse problem of a distribution deconvolution.
It was widely used in nuclear medicine for tomographic image reconstruction, and was also
successfully tried for hit finding in silicon drift detectors [41].

The algorithm starts by finding groups of adjacent pads on one cathode and overlapping
them with pads on the other cathode which together form a ‘precluster’ (Fig. 5.59). For a given
precluster an array of pixels in the anode plane is built with the size defined by the overlap of
pads on both cathodes. It is assumed that each pixel contains a track (Fig. 5.60). If the initial
value of energy released by a track j (i.e. pixel intensity) was q0

j (usually all q0
j ’s are set to 1)

then the following iterative procedure will update its value:

qk+1
j =

qk
j∑Npads

i=1 ci j

Npads∑
i=1

ci j
Qi

f k
i

with f k
i =

Npix∑
j=1

ci j q
k
j ,
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Figure 5.59. Example of a ‘precluster’. The lines indicate hit positions. The right-most two lines
show the simulated and reconstructed muon hits (horizontal axises: coordinates of the pad centres
(cm), vertical axis: charge (ADC)).

Cathode 1

Cathode 2

Anode
plane

Figure 5.60. Initial pixel array in the anode plane built for a two-cathode precluster.

where f k
i is the expected signal on pad i if the pixel intensity was qk

j (at the k-th iteration),
Qi is the measured signal on pad i , ci j is the pixel-to-pad coupling (given by the Mathieson
integral), and Npix is the number of pixels in the array.
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Figure 5.61. Pixel arrays found by the MLEM method on each pass for the precluster from
Fig. 5.59.

After several iterations (10–15) the larger pixel dimension is decreased by two and pixels
with the lowest intensity are removed if the total number of pixels exceeds the number of
pads. This is necessary in order to ensure the unique solution of the system. Then the iterative
procedure is performed again. The algorithm stops when the pixel size becomes sufficiently
small (1 mm) (see Fig. 5.61). After that, the resulting pixel clusters are used as fitting seeds
for the fitting procedure.

Thus, the proposed method transforms the ‘two-cathode fixed-pad-size’ problem into the
‘one-anode-plane variable-pixel-size’ one. Effectively, it improves the detector segmentation
offering better conditions for making a decision about complex cluster splitting.

Owing to the iterative character of the proposed procedure, and the necessity to perform
several passes in order to achieve the required pixel size, the algorithm is expected to be
‘intrinsically slow’. However, if it is applied only for complex clusters (with large enough
size) one can reduce the processing time.

5.2.1.3. Cluster reconstruction results. The results presented below were obtained for
dimuons with 180◦

− θ = 2–9◦ from upsilon decays. The effect of the background was
simulated by summing hits from HIJING-generated [42] central events with 6000 charged
particles per rapidity unit. Two such events summed together made one so-called nominal
background event. The merged (signal + background) events were processed with the
described reconstruction methods. Figure 5.62 shows coordinate residuals (difference
between reconstructed and simulated coordinates) for the bending plane in different tracking
stations. One can see that for a high background level, where the probability for charges from
different particles to overlap is large (the percentage of the muon activated pads, contaminated
by the background originated charge, is presented in Fig. 5.63), the EM-based algorithm
outperforms the traditional method on account of its better ability to resolve complex clusters
with a similar processing time.
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Figure 5.62. Coordinate residuals for the bending plane for the first station (closest to the
interaction point). The solid histogram shows results for the EM-based (new) cluster finder, dashed
for the traditional (old) one. Left: only muons from upsilon decays are simulated. Right: two
nominal background events are added.
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Figure 5.63. Average percentage of pads containing charge from muons from upsilon decays
overlapped with background-originated charges relative to the total number of muon activated pads
versus chamber station number: closed circles for one nominal background event, open circles for
two. Lines are drawn to guide the eye.

5.2.2. Track reconstruction. Since the muon spectrometer geometry is quite different from
that of the central detectors (notably, the large distance (up to 2.5 m) between consecutive
measurements), it was not obvious from the beginning that the Kalman filter (see, for
example, [43]) would demonstrate the best performance possible as compared with other
methods. That is why another algorithm was developed originally which further served as
a reference point for Kalman filter studies.

5.2.2.1. Original track reconstruction method. The ‘original’ method [44] is motivated by
the Kalman filter strategy, i.e. implements a combined track-finding and fitting approach as
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follows. Track candidates start from segments (vectors) found in the last two tracking stations,
where a segment is built from a pair of points from two chamber planes of the same tracking
station. Then each track is extrapolated to the first station and segments or single hits found in
the other stations are added sequentially. For each added station, the track candidate is refitted
and the hits, giving the best fit quality, are kept. In order to increase the track finding-efficiency
the procedure looks for track continuation in the first two stations in direct and reverse order.
A track is validated if the algorithm finds at least three hits (out of four possible) in the detector
planes behind the dipole magnet, at least one hit (out of two) in the station located inside the
magnet and three hits (out of four) in the chambers before the magnet.

Because of the repeated track-fitting procedure (which is done explicitly) one can expect
the method to be somewhat slow.

5.2.2.2. Kalman filter. A Kalman track seed is created for all track segments found
in detector stations 4 and 5 (as for the previous method). Tracks are parametrized as
(y, x, α, β, q/p), where y is a coordinate in the bending plane, x is a non-bending coordinate,
α is a track angle in the bending plane with respect to the beam line, β is an angle between
the track and the bending plane, q and p are the track charge and momentum, respectively.

A track starting from a seed is followed to station 1 or until it is lost (if no hits in a
station are found for this track) according to the following procedure. It propagates the track
from the current z-position to a hit with the nearest z-coordinate. Then for given z it looks
for the hits within certain window w around the transverse track position. After this there are
two possibilities. The first one is to calculate the χ2-contribution of each hit and consider the
hit with the lowest contribution as belonging to the track. The second possibility is to use a
so-called track branching and pick up all the hits inside the acceptance window. Efficiency
and mass resolution tests have shown that the second way gives a better result [45, 46] and so
is used in the current implementation.

After propagation to chamber 1 all tracks are sorted according to their quality Q,
defined as

Q = Nhits +
χ2

max −χ2

χ2
max + 1

,

where χ2
max is the maximum acceptable χ2 of tracks. Then duplicated tracks are removed,

where duplicated means having half or more of their hits shared with another track with a
higher quality.

Despite the modifications, for high-background levels, the Kalman filter showed
somewhat lower tracking efficiency with respect to the original method. It was claimed in
Ref. [47] that the introduction of the smoothing technique into the Kalman filter should extend
its capabilities and make it a more flexible and efficient tracking tool. Smoothing means the
evaluation of track parameters at any point along the track after its reconstruction, i.e., using
information from all the measured points belonging to the track. Thus, the smoother provides
the most optimal conditions for a detection of wrongly assigned hits.

Given that the smoother procedure exists, the following tracking strategy can be
proposed. If the background conditions are heavy and result in loss of efficiency, the size
of the window used to accept measurements during the direct track propagation should be
increased. This allows one to find track continuation in the detector geometry with large
distances between consecutive measurements even when the assumed measurement error is
underestimated in some cases (as usually happens for overlapped clusters). Then the found
track should be passed through the smoother in order to reject measurements with χ2 above
certain cut (outliers).
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Table 5.8. Performance results of the original track-finding method and the Kalman filter for
particle coordinates reconstructed with the traditional method. The background level is expressed
in terms of the nominal background events. The single-track efficiency is shown, defined with
respect to the number of fully contained tracks (see the text). The mass resolution is taken
from the fit to the Gaussian in the 0.5 GeV/c2 range around the peak position. Results for the
Kalman filter are shown for two sets of parameters: ‘tight’ muons with w and χ2

cut equal to
8σ and 25 and ‘loose’ muons (in parentheses) with 12σ and 100 (with additional constraint
wy < 5 cm).

Original tracking, 2500 ϒ’s

Background level 0 1 2
Efficiency (%) 98.8 94.7 85.9
Mass resolution (MeV/c2) 95.3±2.4 108.4±4.3 153.6±7.1
CPU time/event (s) 0.9 3.7 8.1

Kalman filter, 2500 ϒ’s

Background level 0 1 2
Efficiency (%) 98.0 87.8 70.6

(98.9) (93.5) (83.6)
Mass resolution (MeV/c2) 90.7±2.2 95.3±3.1 107.2±3.2

(98.2±2.6) (109.2±3.7) (137.2±5.2)
CPU time/event (s) 0.4 1.3 4.9

(0.4) (1.4) (7.6)
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Figure 5.64. Track-finding efficiency (upper part) and percentage of ‘bad’ tracks (lower part)
versus occupancy, expressed in terms of the number of added nominal background events, after
the traditional coordinate reconstruction method (left) and EM-based coordinate reconstruction
(right). Closed circles: original tracking; the bands show results for Kalman filter for different
algorithm parameters. Lines are drawn to guide the eye.

The price to pay for the smoother is the extra information to be kept for each point of
the track candidate (vectors of extrapolated and filtered track parameters, extrapolated and
filtered covariance matrices and propagation matrix) and additional processing time due to
wider acceptance windows. However, since there are about 10 points per track on average,
the amount of extra information is quite moderate. In addition, by changing two correlated
parameters (acceptance window w and outlier rejection criterion χ2

cut) it is possible to tune
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Figure 5.65. Reconstructed dimuon invariant mass after the traditional coordinate reconstruction
method (left) and EM-based coordinate reconstruction (right): histograms are for the Kalman filter
(‘tight’ muons), dashed lines for the original method.

Table 5.9. The same as in Table 5.9 for hits reconstructed with the EM-based method. ‘Tight’
muons with w = 4σ and χ2

cut = 25 and ‘loose’ muons with 8σ and 100 (wy < 5 cm).

Original tracking, 2500 ϒ’s

Background level 0 1 2
Efficiency (%) 98.9 97.8 95.7
Mass resolution (MeV/c2) 91.0±2.2 96.4±2.6 101.1±2.9
CPU time/event (s) 0.7 3.6 8.2

Kalman filter, 2500 ϒ’s

Background level 0 1 2
Efficiency (%) 98.7 97.2 95.0

(99.6) (98.7) (97.2)
Mass resolution (MeV/c2) 88.6±2.1 91.6±2.2 94.8±2.4

(92.4±2.3) (98.6±2.8) (99.3±2.9)
CPU time/event (s) 0.4 1.3 4.3

(0.4) (1.4) (7.4)

the algorithm to have a high tracking efficiency with good track quality and reasonable CPU
consumption.

5.2.2.3. Track reconstruction results. The performance of the track reconstruction methods
has been tested for dimuons from upsilon decays. The single-track efficiency was defined with
respect to the number of fully contained tracks, i.e. tracks passing through all the tracking
chambers (in order to exclude the geometrical acceptance effect at the detector edges).

The results [48] for coordinates reconstructed with the traditional method are summarized
in Table 5.8 and Fig. 5.64 (left), where the single-track efficiency and percentage of ‘bad’
tracks are plotted for different background levels. ‘Bad’ is defined as a track having at least
one wrong hit assignment. The track reconstruction quality can be evaluated from the dimuon
invariant mass distribution (Fig. 5.65 (left)), which also shows the impact on one of the
physics cases (possibility to resolve upsilon states). One can see that by varying the Kalman
filter parameters it is possible to approach the single-track efficiency obtained in the original
method having still higher track quality, which gives results satisfactory from the physics
point of view (upsilon mass resolution below 100 MeV/c2). When the more sophisticated
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Figure 5.66. Relative momentum resolution vs. momentum for muons from upsilon decays.

EM-based hit-finding algorithm was used the situation became much easier, and the results
were close to the ones obtained for GEANT smeared hits (see Table 5.9 and Figs. 5.64
(right) and 5.65 (right)).

5.2.2.4. Conclusions. The results presented demonstrate that the muon spectrometer
parameters and reconstruction methods allow us to achieve the expected performance (see
also Fig. 5.66) for the current estimate of particle multiplicity with a large safety margin.

5.3. High-Level Trigger reconstruction

The High-Level Trigger (HLT) combines and processes the full information from all major
detectors in a large computer cluster. Data rate reduction is achieved by reducing the event rate
by selecting interesting events (software trigger) and by reducing the event size by selecting
sub-events (e.g. pile-up removal in pp interactions) and by advanced data compression. The
overall processing and data flow architecture of the system is driven by the inherent readout
granularity and the requirement for a complete event reconstruction and trigger decision. The
internal topology will have a tree-like structure, where the result from the processing on one
layer (e.g. track segments on the sector level) will be merged at a higher layer (sector merging
and track fitting). Finally all local results will be collected from the sub-detectors (e.g. TPC
and ITS) and combined on a global level where the complete event can be reconstructed and
trigger decisions can be issued. Reconstruction chains for the barrel detectors and the forward
muon spectrometer have been developed and benchmarked.

5.3.1. TPC reconstruction. The main processing task for the central barrel detector system
is to reconstruct the tracks in the TPC, and in a final stage combine the information from all



1382 ALICE Collaboration

 (GeV/c)tp
0.5 1 1.5 2 2.5 3

 (GeV/c)tp
0.5 1 1.5 2 2.5 3

T
ra

ck
in

g
 e

ff
ic

ie
n

cy

0

0.2

0.4

0.6

0.8

1

1.2

1.4
HLT

=4000,  B-field: 0.4Tηd
chdN

 (GeV/c)tp
0.2 0.4 0.6 0.8 1 1.2 1.4

 (GeV/c)tp
0.2 0.4 0.6 0.8 1 1.2 1.4

 (
%

)
t

 / 
p

t
 p∆

0

1

2

3

4

5

6

7

8
HLT

Offline

=4000,   B-field: 0.4Tηd
chdN

Figure 5.67. Performance of the HLT track-finding algorithms: CF and TF efficiency (left) and
relative transverse momentum resolution (right) as a function of the transverse momentum for a
pseudorapidity density of 4000.

central detectors. Given the uncertainties of the anticipated particle multiplicities, different
approaches are being considered for the TPC track reconstruction.

5.3.1.1. TPC cluster finder and track follower. The conventional approach of TPC track
reconstruction consists of a Cluster Finder (CF) and a subsequent Track Follower (TF). In
a first step the Cluster Finder reconstructs the cluster centroids from the generated two-
dimensional charge distributions in the TPC pad row planes. Together with the position of
the pad row planes the centroids are interpreted as three-dimensional space points along the
particle trajectories, and serve as an input for the Track Follower which connects the space
points into track segments. A final helix-fit of the track segments provides the track parameters
and thus the kinematic properties of the particles.

Such an approach has been implemented and evaluated on simulated TPC data [49].
The algorithms were originally developed for the STAR L3 trigger [50] and consist of
a straightforward centre-of-gravity calculation of cluster centroids, and a Track Follower
which applies conformal mapping on the space points. The latter enables the circular tracks
to be fitted by a linear parametrization, thereby significantly reducing the computational
requirements. The purpose of the Track Merger is to merge multiple-track segments belonging
to the same particle trajectory. This is necessary if track finding is performed independently
in the different TPC sectors.

The overall measured performance of the reconstruction chain represented by the track
finding efficiency and the relative transverse momentum resolution as a function of the
transverse momentum are shown in Fig. 5.67.

The track-finding efficiency for dNch/dη 6 4000 is similar to that achieved by the
standard offline reconstruction chain—albeit at the cost of a slightly higher fake rate
(Fig. 5.68). The algorithm is one order of magnitude faster than the off-line one. It is well
suited for the lower multiplicity regime. For higher multiplicities the observed track-finding
performance deteriorates. This is due to the increasing detector occupancy which gives rise
to a significant amount of overlapping clusters. In such a scenario the Cluster Finder fails to
reconstruct the cluster centroids because of its incapability to deconvolute overlapping charge
distributions.

The track-finding performance discussed above was determined exclusively for primary
tracks. In order to get an estimate of the reconstruction capabilities of secondary particles
like K and 3 particles, a second pass was done during the track-finding step, where
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Figure 5.69. Track finding efficiency of secondary tracks from decay of K and 3 particles.

the second track-finding pass took the unused clusters from the first pass as input. No
vertex constraint was imposed on these secondary tracks, and thus the conformal mapping
of the space points was calculated relative to the first assigned cluster to a track. In
Fig. 5.69 the resulting efficiency as a function of pt is shown for events with multiplicity
of dNch/dη 6 1000. The track-finding efficiency is ∼60% for the low-momentum bin, while
at higher pt it increases to >80%. It should be noted that the current HLT algorithm was not
tuned for the detection of secondary tracks with the exception of the second track-finding pass
adaptation.

5.3.1.2. Iterative track-finding and cluster deconvolution. In the sequential track-finding
approach described in the previous section, the cluster centroids are obtained using a
straightforward centre-of-gravity calculation. Such an algorithm has obvious limitations when
applied to a high occupancy environment, since the lack of information about the tracks biases
the centroid calculation in the case of overlapping charge distributions. The main objective of
iterative track-finding is to provide the track information prior to the cluster finding in order
to better fit and unfold the overlapping clusters. From this the correct cluster centroids should
be obtained.

In this approach, the pattern recognition scheme consists of two main parts: track-
candidate finding and cluster fitting. In a first step an implementation of the Hough transform



1384 ALICE Collaboration

Pad

46 48 50 52 54 56

T
im

e 
b

in

430

432

434

436

438

440

Initial position (trajectory crossing)

Position after fit

Pad
464850525456

Time bin

430
432

434
436

438
440

A
D

C
-v

al
u

e

0

10

20

30

40

50

Figure 5.70. Illustrating fitting and deconvolution of overlapping clusters. Left: The circles mark
the initial position given as input to the fitting routine, while the star marks the best-fit values
returned from the fit. Right: Same clusters shown using a lego plot.

is applied to the raw ADC data in order to obtain a list of track candidates. These track
segments serve as input for the Cluster Fitter, which reconstructs the cluster centroids along
the particle trajectories by fitting the respective charge distributions to a parametrized shape.
Finally, the assigned clusters are fitted to a helix in order to obtain the best estimate of the
track parameters.

The shape of the clusters is given by the convolution of the response functions of the
readout pads. Both the pad and time response functions have a close to Gaussian shape. The
spread of the electron clouds due to diffusion is also Gaussian. The cluster model can thus to a
good approximation be described with a two-dimensional Gaussian distribution whose widths
depend on the geometry of the pads and the track parameters. A total of five independent
parameters are needed to fully describe the model. These parameters vary for each cluster, so
without any prior knowledge they would all have to be fitted for. In the case of overlapping
clusters such a fitting procedure would be a very demanding task as no information about
the number of contributing tracks, nor the shape for each individual charge distributions, is
known. Any prior knowledge of track parameters could provide the fitting procedure with an
improved initial guess of the parameters, or even reduce the number of parameters to vary in
a fit. The procedure can also be extended to other models for the cluster shape, e.g. to account
for asymmetric Gaussian distributions. In that case the two-dimensional Gaussian given above
may be replaced with an alternative model, and the fitting procedure is done accordingly. An
example of deconvolution of two overlapping clusters is shown in Fig. 5.70. In this case the
input to the fitting routine is the two sets of five initial parameters, each consisting of the
position in the pad row plane (illustrated by the circle markers), the widths of the distribution
in two dimensions, and the amplitude. The initial values of these parameters are determined
from the results obtained by the preceding track-finding algorithm. The initial positions are
taken as the crossing point of the computed tracks with the pad row plane.

5.3.1.3. Hough transformation. For large particle multiplicities clusters in the TPC start to
overlap, and deconvolution becomes necessary in order to achieve the desired track-finding
efficiencies. The cluster shape is highly dependent on the track parameters, and in particular
on the track crossing angles with the pad row and drift time. In order to properly deconvolute
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Figure 5.71. Track-finding efficiencies (left) and relative transverse-momentum resolution (right)
as a function of the transverse momentum for dNch/dη = 4000. All tracks with pt > 0.15 GeV/c
have been included in the evaluation.

the overlapping clusters, knowledge of the track parameters that produced the clusters is
necessary. The Hough transform is well suited for that purpose, as it can be applied directly
on the raw ADC data thus providing an estimate of the track parameters. If extracted track
parameters are sufficiently accurate they can be used for event reconstruction directly, or
optionally refitted after a cluster deconvolution step.

The Hough transform is a standard tool in image analysis that allows recognition of
global patterns in an image space by recognition of local patterns (ideally a point) in a
transformed parameter space. The basic idea is to find curves that can be parametrized in
a suitable parameter space. In its original form one determines a curve in parameter space for
a signal corresponding to all possible tracks with a given parametric form to which it could
possibly belong [51]. All such curves belonging to the different signals are drawn in parameter
space. That space is then discretized and entries are stored in a histogram. If the peaks in the
histogram exceed a given threshold, the corresponding parameters are found.

In our case the local track model is a helix. In order to simplify the transformation,
the TPC is divided into sub-volumes in pseudo-rapidity. If one restricts the analysis to
tracks originating from the vertex, the circular track in the η-volume is characterized by two
parameters: the emission angle with the beam axis ψ , and the curvature κ .

Grey-scale Hough transformation. Each ADC value above a certain threshold is transformed
from (R, ϕ) space to (ψ , κ) space using the following equations:

R =

√
x2 + y2 ϕ = arctan

y

x
κ =

2

R
sin(ϕ−ψ). (5.10)

Each ADC creates a sinusoidal curve extending over the whole ψ range of the parameter
space. All the corresponding bins in the histogram are incremented with the corresponding
ADC value. The superposition of these point transformations produces a maximum at the
circle parameters of the track. The track recognition is now done by searching for local
maxima in the parameter space.

Figure 5.71 shows the track-finding efficiency as a function of the transverse momentum
for a multiplicity of dNch/dη = 4000. All primary particles with pt > 0.15 GeV/c were
included in this evaluation, and the boundaries of the parameter space were adapted
accordingly. The efficiency is lower than for both the HLT sequential and offline track-
reconstruction algorithms. In particular, the efficiency drops in the low-momentum region
for pt 6 0.5 GeV/c.
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The main reason for the moderate performance of the grey-scale Hough transform
approach is the presence of too many fake track candidates.

Fast Hough transformation. A better approach is the so called ‘counting’ Hough transform
track-finding procedure [52]. The method combines a linear Hough transformation with
fast filling of the parameter space. Taking into account that the TPC is a continuous track-
finding device and therefore all pad rows have to contribute to a good track candidate,
the method is based on the counting of the number of gaps (empty pad rows) along the
track candidate trajectory. Parameter space bins with large gaps are identified as fake-track
candidates and removed immediately from the rest of the filling procedure. The counting
procedure also allows one to perform the Hough transformation only for the cluster (identified
as a sequence of signals located on neighbouring pads) borders, and the whole algorithm
becomes several times faster. In addition, the parameter space is linearized using a conformal
mapping transformation of the Cartesian coordinate system:

x → α =
x

x2 + y2
, y → β =

y

x2 + y2
. (5.11)

In this way, track trajectories become straight lines and can be parameterized by their position
β1, β2 on two straight lines parallel to the β axis. Then the (ψ , κ) space defined in Eq. (5.10)
is replaced by the (β1, β2) space and the Hough transformation becomes linear:

β1 = A + B β2. (5.12)

Moreover, since the coefficients A and B depend only on the pad position, they are calculated
in advance and used through look-up tables during the filling process. The position of the
two straight lines in the conformal mapping space and the order in which the pad rows are
processed were chosen so as to optimize both the track finding and time performances of the
algorithm.

The methods described above speed up drastically the transformation and result in a
simple peak structure in the parameter space (Fig. 5.72). The obtained track-finding efficiency
as a function of track transverse momentum is shown in Fig. 5.73 (left). The efficiency is
better than 95% for pt > 0.6 GeV/c and does not depend on the event multiplicity. The rate of
fake-track candidates is less than 5%. Three main sources of inefficiency were identified:

• overlapping or merging of track candidate peaks in the parameter space;
• division in sub-volumes of pseudorapidity;
• geometrical effects near the dead zone between TPC sectors.

As expected, the binning of the parameter space dominates the resolution and implies the
relative transverse momentum resolution which rises linearly with the transverse momentum
(Fig. 5.73, right). Note the fact that the resolution shows no significant dependence on the
event multiplicity.

5.3.1.4. Timing performance. The overall computing time needed for the TPC track finding
for different multiplicities is shown in Table 5.10. The reference platform was an Intel Pentium
4 (2.8–3 GHz) which corresponds to a performance rating of approximately 1 kSPECint.
The CF + TF approach produces track parameters as well as space points for refitting and
dE/dx analysis, while the fast Hough transform just results in track parameters. Assuming a
multiplicity of dNch/dη = 2000–4000, as predicted by many models based on RHIC results,
a farm of about 1000 CPUs would suffice to solve the pattern recognition task within the time
budget of about 5 ms.
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Figure 5.72. (a) One pseudorapidity slice of single-TPC-sector data. The reconstructed tracks are
shown as solid curves; (b) The corresponding parameter space histogram. The peaks represent the
reconstructed tracks.
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Figure 5.73. Performance of the HLT track-finding algorithms: fast Hough transform efficiency
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Table 5.10. Timing measurements of the TPC track-finding codes. The benchmarks were
performed on a 1 kSPECint machine (Intel Pentium 4, 2.8 GHz).

dNch/dη 0 2000 4000 6000 8000
CF+TF (s) 6.3 13.2 21.2
Fast HT (s) 0.8 3.5 5.8 8.7 11.8

5.3.2. ITS reconstruction. The tracks found in the TPC are propagated into the Inner
Tracking System (ITS). The offline code was adapted for the processing of the ITS data
and the track finding. The ITS vertex reconstruction uses the clusters found in the two
layers of the Silicon Pixel Detector (SPD). It provides the longitudinal vertex position to
the Hough transform track finding in the TPC. Two versions of the ITS track reconstruction
have been studied—with and without the two Silicon Drift Detector (SDD) layers. There
are several reasons to consider an ITS track finding without SDD. The first one is the fine
segmentation of the SDD readout and hence the large amount of hardware resources with
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which the HLT system has to be equipped. The second reason is related to the possible
misalignment and miscalibration effects which might appear during the online processing
of the SDD data. In addition, an ITS reconstruction without SDD allows one to speed up
significantly both the cluster finding and track reconstruction. The efficiency of the combined
track finding (fast Hough transform and ITS) for a pseudo-rapidity density of 4000 is shown
in Fig. 5.74. As can be seen, the prolongation of the TPC tracks into the ITS results in about
5% loss in the efficiency. The exclusion of the SDD leads to an acceptable performance
deterioration of between 2% and 5% depending on the transverse momentum. As expected,
the angular and impact parameter resolutions of the prolonged tracks are dominated by the
ITS SPD and therefore they are comparable to the offline results. For example, the transverse
impact-parameter resolution for tracks with pt ∼ 1 GeV/c is about 60µm. Based on this
impact-parameter resolution, it becomes possible to select track candidates stemming from a
secondary vertex and build an efficient D0 trigger for the HLT. For the purpose, an optimized
for time performance version of the offline D0 finder code is used to process HLT-tracks. The
D0 invariant-mass resolution is found to be 35 ± 5 MeV/c2 for D0 transverse momentum of
2 GeV/c — about 2–3 times larger than the offline result. Then the expected background rate
using the offline reconstruction [53] leads to a rough estimate of the HLT background rejection
factor of about 20. The efficiency of the HLT D0 trigger is under investigation.

The computing time needed by the ITS processing and track finding and the D0 finder
for different event multiplicities is shown in Table 5.11. The reference platform was a 1.3
kSPECint machine. Only the silicon pixel and silicon strip detectors were included in the
HLT processing. The processing is fast, both for the ITS part and the open charm trigger.

5.3.3. Dimuon reconstruction. The primary goal of the dimuon High-Level Trigger (dHLT)
is to improve the sharpness of the pt cut over that performed by the L0 electronics. The
sharper pt cut improves low-pt-background particle rejection and allows finer tuning of the
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Table 5.11. Timing measurements of the ITS track finding code (without SDD) and the D0 trigger.
The benchmarks were performed on a 1.3 kSPECint machine.

dNch/dη 2000 4000 6000 8000
Clusterer (s) 0.53 0.61 0.70 0.79
Vertexer (s) 0.04 0.08 0.13 0.18
Tracker (s) 0.26 0.54 0.90 1.38
D0 finder (ms) 10 30 90 160

Figure 5.75. Data flow through the dHLT system and the relation between the six general
processing stages.

cut parameter. The pt cut is made sharper by tracking through the front absorber, thereby
eliminating scattering and energy loss effects induced by the absorber. This allows one to
improve the momentum resolution for the particles passing through the detector. The dHLT
algorithm is composed of six general stages shown in Fig. 5.75.

Trigger record construction. This step is simply a data transformation. The transformation
involves converting hardware addresses and bit patterns into a data structure that can be
used by the tracking algorithm internally. The bit pattern received from the front-end trigger
electronics is described in Ref. [54].



1390 ALICE Collaboration

DDL wise RAW DATA

Read Header

Central Hit Register

(Ix,Iy as pointer)

MAPPING

Find cluster in
Bending direction

MAPPING

Algorithm to find the 
central hit for every
Cluster

Data Storage

y in cm

Rechit with accurate

Bending plane data NonBending plane data

Rechit with accurate
x in cm

Hit Register

(Ix, Iy as pointers)

Reconstruted hit for 

the given DDL

   nonbending plane.
Algorithm to find reconstruted hit for 

similar to bending plane.

Figure 5.76. Flow chart of hit reconstruction and cluster-finder algorithm.

Hit reconstruction. Hit reconstruction involves pattern recognition on the level of individual
channel signals, to try and find charge clusters that are induced by particles traversing the
tracking chambers. This step is performed by the Cluster Finder.

Track finding. The track-finding stage performs pattern recognition on the level of
reconstructed hit points and trigger records to try and identify all particle tracks in the forward
muon spectrometer.

Parameter calculation. Here we compute an estimate for the transverse momentum from
the found tracks.

Making a dHLT decision.. The dHLT decision is similar to the trigger decision produced by
the trigger electronics. It involves marking tracks that pass the low and/or high pt cut, then
counting like- and unlike-sign particle pairs.

Packing output data. The last step involves packing the reconstructed tracks and decision
records into a DDL binary stream to be sent to the DAQ. Data compression can optionally be
put into this stage.

5.3.3.1. Cluster Finder. The hit reconstruction algorithm for dHLT will be implemented on
the RORC card which will receive DDL-wise raw data from stations 4 and 5. So, the first step
is to separate the bending and the non-bending plane data by utilizing the DDL-wise mapping
files of station 4 and 5. The flow chart of the algorithm is given in Fig. 5.76.
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Figure 5.77. Efficiency of central hit reconstruction (right) and the rejection of not central hits
(left) as a function of the DC cut.

It is proposed to identify each cluster by its central pad (pad carrying the maximum charge
for a given cluster) which is the unique property of the cluster.

For every plane of a DDL we book two registers—one for storing only central hits and
other for storing all pad hits. The logical pad positions (i x, iy) are used as pointers in these
registers.

In order to identify the central pads, a DC cut of 50 ADC channel is used which introduces
an inefficiency of only 1% for finding the central hits (shown in Fig. 5.77, left). However, this
DC cut allows us to reject 40% of the pad hits (Fig. 5.77, right) that are not central pads.

For an event, all the central pad hits are identified and stored in the central hit register
according to their (i x , iy) values. Once a central hit for a cluster is known, the centre of
gravity (COG) of the pad charges of the central pad and its two immediate neighbours is
found, which gives the reconstructed hit position. As stations 4 and 5 are essentially strip
chambers, the COG of the charge distribution is only considered along the direction that gives
position resolution, i.e. along the y direction for the bending plane and along the x-direction
for the non-bending plane.

Figure 5.78 shows the accuracy of hit reconstruction for this algorithm. We have used
the digitized data from AliRoot and the histogram is the difference between the reconstructed
hit and GEANT hit. It is observed from the figure that more than 90% of the clusters are
reconstructed within 100µm accuracy.

Figure 5.79 shows the average time taken to reconstruct the bending plane of an event
with a varying number of particles. For a Pb–Pb event the average number of particle hits on
stations 4 and 5 is around 150. The reconstruction time is calculated with a simulated raw data
file which had all the features of real raw data. It is observed from the figure that for a central
Pb–Pb event the reconstruction time for bending plane is around 1.1 ms, which is quite within
the acceptable limit.

The merging of the bending and non-bending plane data has not been yet implemented.

5.3.3.2. Tracker. The dHLT track-finding algorithm performs only partial track
reconstruction through tracking stations 4 and 5 and is the one originally developed by
Manso [55]. It is a ‘follow-your-nose’ type algorithm that uses conic search regions to follow
the track, hit by hit. A 2/4ths coincidence selection is applied by requiring at least one
reconstructed hit to be found on either chamber of each tracking station.

The algorithm’s reconstruction efficiency reaches about 83% as shown by the high pt

saturation in Fig. 5.80. The plots shown were generated with 200 simulated primary muons
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Figure 5.78. Coordinate residuals in the bending plane.
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Figure 5.79. Timing of the hit reconstruction in the bending plane.

in the spectrometer per event. The hits were smeared with a Gaussian with nominal standard
deviations of 150µm in the bending plane and 1 mm in the non-bending plane. Since the track
finding is performed only up to stations 5 and 4 the algorithm is fairly prone to creating fake
tracks. At 10% false hits this is still manageable, especially considering that the algorithm is
only for triggering.

The histograms are fitted with

f (pt)=
1

2
ε

(
1 + erf

pt −µ
√

2σ

)
, (5.13)
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Figure 5.80. pt efficiency cut functions for 1 GeV/c pt cut (left). 2 GeV/c pt cut (right). For both
figures the solid line is the efficiency and the dotted line is the percentage of fake tracks. The fitted
function (dashed lines) parameters are presented in Table 5.12. Note that the pt correction due to
the 4 GeV/c momentum loss in the front absorber was not applied. This was to clearly show the
shift in the pt cut spectrum.

Table 5.12. Fitted efficiency and pt cut parameters.

No. of particles Applied pt cut Efficiency ε Fitted pt cut µ Std. dev. σ
per event (GeV/c) (%) (GeV/c) (GeV/c)

100 1 83.48 1.227 0.162
200 1 83.52 1.226 0.161
300 1 83.51 1.228 0.164
100 2 83.33 2.242 0.252
200 2 83.27 2.242 0.251
300 2 83.24 2.241 0.250

% Fake tracks

100 1 5.37 1.191 0.412
200 1 10.53 1.191 0.409
300 1 14.42 1.182 0.419
100 2 3.85 1.703 0.627
200 2 7.57 1.718 0.653
300 2 10.34 1.712 0.643

where ε is the efficiency amplitude, µ is the pt cut mean and σ is the standard deviation
the underlying momentum resolution uncertainty. The fitted parameters can be found in
Table 5.12. There we also present fits for 100 and 300 muons per event for which the
histograms follow the same form as in Fig. 5.80.

We also see the comparison between the L0 pt cut function and the dHLT cut function
for a 2 GeV/c pt cut, Fig. 5.81. Approximately a factor of 2 improvement in cut quality is
visible.

The timing of the algorithm on an Intel Pentium 4 2.6 GHz processor (about 0.933
kSpecFp units [56]), is about 300 ± 45µs for a central HIJING event with dNch/dη = 8000.
For a flat spectrum of muons we see a steady rise of processing time per trigger (Fig. 5.82).
This is a result of a linearly increasing chance with track density of finding more than one
hit in the algorithm’s search region. In such cases the algorithm tries to resolve the tracks by
creating a new track through each hit in the search region. Clearly more time is required. The
initial sharp rise on the left is a result of the finite processing time of overhead code, which
is not directly associated with the algorithm code. There is also some room for improvement
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since the implementation does not sort or index the reconstructed hits in any way. Thus it
defaults to an O(n2) algorithm where a presort of the data could easily improve this to an
O(nlog(n)) algorithm. Sorting of two-dimensional coordinate data is somewhat complicated
however.

5.3.3.3. Momentum resolution. The transverse momentum of the particle is estimated by
fitting the space points associated with the track as described in Ref. [34] Section 3.1.2. This
pt needs to be corrected for the ∼4 GeV energy loss caused by the muon-arm front absorber.
The correction is estimated from the residual histogram and added to the calculated pt.

The momentum resolution is given by the residual distribution between the pt of
simulated tracks and the reconstructed pt. Such a histogram is shown in Fig. 5.83. We clearly
see an improvement in the momentum resolution capabilities of the dHLT over the trigger
electronics.
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Figure 5.83. pt residual histograms for the dHLT algorithm, with the fitted Gaussian having a
mean of −0.232 GeV/c and sigma of 0.233 GeV/c (left). Similar pt residual histogram for L0
momentum resolution, with the fitted Gaussian having a mean of −0.261 GeV/c and sigma of
0.504 GeV/c (right).

5.4. Charged-particle identification

The ALICE experiment is able to identify particles with momenta from about 0.1 GeV/c and
up to a few GeV/c by combining different detecting systems that are efficient in some narrower
and complementary momentum sub-ranges, and up to a few tens GeV/c by using the dE/dx
relativistic rise in the TPC (see Section 6.2.2). In this Section we discuss the charged particle
identification (PID) capabilities of the central ALICE detectors: The ITS, TPC, TRD, TOF and
the HMPID. In the cases when some of the tracks are reconstructed in more then one detector
simultaneously, the particle identification can be improved by combining the single detector
PID information in some special way that will also be described at the end of this section.

5.4.1. Particle identification with ITS. The measurement of the energy loss in thin silicon
detectors can be used for particle identification (PID) in the non-relativistic (1/β2) region.
Four of the six ITS layers (two silicon strip and two drift detector layers) provide the dE/dx
measurement that can be combined with the other PID detector measurements. In the case of
low-momentum particles or particles that are not reconstructed in the TPC, the ITS is the only
source of the PID information.

Some results of the particle identification with the ITS were already presented in the
ALICE TP (see Section 11.4.1 of Ref. [33]), in the ALICE ITS TDR (Section 5.3 of Ref. [1])
and in the ALICE Internal Note [57]. Here we present an update obtained with the latest
version of the ITS simulation and reconstruction software.

5.4.1.1. ITS simulations. The ITS simulations are a part of the common ALICE
simulation/reconstruction framework (AliRoot). The GEANT3 transport code generates
energy losses according to the Landau distribution, the corresponding charge is collected on
a number of anodes/strips (i.e. a cluster is produced) and transformed into the electronics
ADC count. The distribution shape of this signal differs from the Landau one depending on
the detector electronics response. There exist very detailed simulations of the ITS electronics
response.

Figure 5.84 (a) and (c) show, respectively, the ADC signal and the energy loss, dE/dx ,
distributions for the SDD in the narrow momentum interval (830–930 MeV/c) for pions. The
same distributions but in the MIP (Minimum Ionization Particle) units are presented in the
same figure (b) and (d). The maxima of these distributions were normalized to one MIP.
One can see from the figures (b) and (d) some influence of the electronics response to the
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Figure 5.84. Detector signal and dE/dx distributions for pions in the momentum interval
830–930 MeV/c for the SDD.

distribution shape (this influence is very small for the SSD). We note that the dynamical range
is fixed by the 8 MIP per two dimensional cell (anode × time bucket) for the SDD and 12 MIP
per one strip for the SSD. It is enough to detect the signal up to 25–30 MIP corresponding to
protons at lowest momentum of 300–400 MeV/c.

5.4.1.2. Particle identification. For each track reconstructed in the ITS a truncated mean
dE/dx is calculated (two out of four or, sometimes, three out of four dE/dx measurement).
A special correction for the different path length inside the silicon was applied to the cluster
charges before calculating the truncated mean.

Figure 5.85 shows the distribution of the truncated mean dE/dx calculated for tracks
reconstructed in 250 HIJING events with momentum from 400 to 425 MeV/c. The magnetic
field was 0.4 T. The curves are the results of Gaussian approximations. The quasi realistic
particle ratios generated by HIJING are seen. One can also see some additional kaon and
proton contamination on the left from the corresponding Gaussians. This effect decreases
with an increase of particle momentum and is conditioned by wrong signal values obtained
for the ‘fake’ tracks which contain one or more reconstructed space points belonging to the
other tracks (mostly to the pion ones).
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Figure 5.86. Correlation plot of the specific SDD/SSD signals (MIP units) calculated by the
truncated mean method vs. particle momentum obtained from the TPC+ITS tracking for different
particle species.

Figure 5.86 shows signal–momentum correlation plot for the tracks reconstructed in
the same HIJING events as in Fig. 5.85. Gamma conversions and other secondary particle
productions are included. The separated bands are clearly seen for the different particle
species.

The separation between the particle species can be made in a certain momentum interval
using the PID probability for each type of particle. The PID probabilities were obtained from
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Figure 5.87. Momentum dependences of the PID efficiencies and contaminations (see text) for
pions, kaons and protons (250 HIJING events).

approximations of the signal distributions by a sum of several Gaussian functions. These
Gaussian functions, for example, are shown in Fig. 5.85 for pions, kaons and protons. The
PID probability for each particle type at the given signal is the ratio of gi/Gs , where gi is
the Gaussian value for particle type i and Gs is a sum of the Gaussian values for all particle
types.

The momentum dependence of PID efficiencies, the ratios of the correctly identified
particle numbers to the ones submitted to the PID procedure, are shown in Fig. 5.87 for all
particle species (the full points: squares for pions, circles for kaons, triangles for protons).
Also the residual contaminations, the ratios of the misidentified particle numbers to the
all identified ones, are presented as well (the open points: squares for pions, circles for
kaons, triangles for protons). The particles were selected by the maximum PID probability.
One can see that the kaon and proton separation with the efficiency >90% and at the
contamination level 10–20% for kaons and 2–10% for protons is possible in the momentum
intervals 0.35–0.50 GeV/c and 0.35–0.90 GeV/c for kaons and protons, respectively. The
strong decrease of the kaon efficiency at lower momenta is a consequence of the migration of
some kaon signals to the pion region because of the ‘fake’ track influence discussed above. A
similar but smaller effect is seen also for protons in the momentum region 0.4–0.6 GeV/c. The
other consequence of this effect is the additional contamination of protons by kaons and kaons
by pions at low momentum (p < 0.3 GeV/c). The main part of the contamination to pions
comes, in this low-momentum region, from muons and electrons that can not be identified by
the dE/dx . At particle momenta above 0.5 GeV/c, the kaon dE/dx band begins to overlap
with the pion one (see Fig. 5.86). However, the pions are still identified with high efficiency
and low contamination because they are much more abundant than other particle species.

Finally, we demonstrate one possibility to decrease the ‘fake’ track influence using
different algorithms of the truncated mean calculation in the low-momentum region where
the signals of different particle types are far enough from each other. Such a possibility is
demonstrated in Fig. 5.88 where the efficiencies and contaminations obtained by the standard
truncated mean method are shown by the full and open squares, respectively. To increase
the efficiencies we removed two points with the maximum signals and one point with the
minimum one for kaon separation and removed one point with the maximum signal and two
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protons. Square and triangular points were obtained, respectively, by the standard and different
(see text) algorithms of the truncated mean calculation.

points with the minimum ones for proton separation. The results are shown in Fig. 5.88 by
the full and open triangles for the efficiencies and contaminations, respectively. One can see
that for both kaons and protons the efficiencies increase significantly, but, on the other hand,
the contaminations also increase. Hence, the algorithm has to be chosen as a function of the
measurement desired.

5.4.2. Particle identification with TPC. Charged particles travelling through the TPC ionize
the detector’s gas. The Bethe–Bloch equation

〈dE/dx〉 = C1/β
2(ln(C2β

2γ 2)−β2 + C3)

with γ = 1/
√

1 −β2 and detector-specific constants C1, C2, and C3, relates the mean energy
loss per path length, 〈dE/dx〉, to the velocity β of the particle. Combining the momentum
information with the measured dE/dx value yields the particle mass, its identity.

Figure 5.89 shows the dependence of the mean energy loss in the momentum range
0.1 GeV/c < p < 5 GeV/c for electrons, pions, kaons, and protons reconstructed in the ALICE
TPC. To be independent of the detector settings, the energy loss in this figure has been
normalized to unity for minimum-ionizing particles. The particle identification in the TPC
at larger momenta is discussed in detail in Section 6.2.2.

The calculation of the dE/dx value from the sample of clusters assigned to a track is
discussed in Section 5.1.3. The mean value of the dE/dx distribution at a fixed momentum is
Gaussian with the standard deviation σ determined by the detector properties and the quality
of a reconstructed track. The simulations give a resolution (defined as the standard deviation
divided by the mean value) of about 6.5% in the case of central Pb–Pb events. At lower track
densities, in peripheral Pb–Pb collisions or in pp collisions, the resolution is about 5.5%. To
achieve this resolution under experimental conditions, a careful analysis and calibration of the
detector response will be required.
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Figure 5.90. Monte Carlo simulated dE/dx distribution of electrons, pions, kaons, and protons
with p = 0.5 GeV/c. The solid line indicates the result of the fit to a sum of four Gaussians. The
shaded areas correspond to the contributions from different particle species.

Assuming the resolution of 6.5%, Fig 5.90 shows a Monte Carlo simulated dE/dx
distribution for particles with the momentum p = 0.5 GeV/c. In this example, the particle
ratios have been chosen arbitrarily. Fitting the sum of four Gaussian functions to this
distribution allows one to extract contributions from the individual particle types.
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The general way to quantify the separation power between particle types A and B is to
give the distance of the mean energy loss values in units of relative resolution:

NσA,B =
〈dE/dx〉A − 〈dE/dx〉B

(σA + σB)/2
.

Figure 5.91 shows the dependence of Nσπ−p, NσK−p, Nσπ−K , and Nσπ−e on
momentum in the range from p = 0.1 GeV/c up to p = 5 GeV/c. If Nσ vanishes the two
particle species are not distinguishable. At Nσ = 2, if the dE/dx cut selecting 90% of
particles of a given type is applied, only 27% of the particles of other types contaminate
the sample. At the momentum ranges where the separation between particle types becomes
small, particle identification based on other detectors is foreseen (see Section 5.4.6).

Once the resolution and the mean ionization at a given momentum are known, the PID
probabilities to be a particle of a certain kind can be assigned on a track-by-track basis, using,
for example, the Bayesian approach (see Section 5.4.6).

5.4.3. Particle identification with TRD

Electron identification. An important task of the TRD is to supplement the TPC
electron/pion identification by a pion rejection factor of the order of 100 at momenta in
excess of 1 GeV/c [58, 59]. In addition, by measurement of energy loss [60], the TRD will
improve the identification of other charged particles. Here we briefly review the method and
performance of the detector concerning electron/pion identification. The main emphasis is
put on the achieved performance in measurements with detector prototypes [61] and on the
comparison of the measurements with simulations.

In the TRD, the detector signal is digitized in about 20 time bins, each 100 ns. This
is mainly determined by the tracking performance (also at the trigger level), and helps
substantially to improve the e/π separation, as will be shown here. In Fig. 5.92 we present
the measured average signals as a function of drift time for pions and electrons (with and
without radiator), for the momentum of 2 GeV/c. For our nominal drift field of 0.7 kV/cm,
the detector signal is spread over about 2µs (the time zero is arbitrarily shifted). The peak at
small drift times originates form the amplification region, while the plateau is from the drift



1402 ALICE Collaboration

0

20

40

60

80

100

120

0 0.5 1 1.5 2 2.5 3

Drift time (µs)

A
ve

ra
ge

 p
ul

se
 h

ei
gh

t (
m

V
)

p=2 GeV/c

π dE/dx

e dE/dx

e dE/dx+TR

Figure 5.92. Average pulse height as a function of drift time for pions and electrons (with and
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region. For the electrons, the contribution of transition radiation (TR), which is preferentially
absorbed at the entrance of the detector (corresponding to large drift times), is evident.

The distributions of measured integrated energy deposit in one layer of the detector are
shown in Fig. 5.93 for pions and electrons of 2 GeV/c. The measured data [61] are compared
with calculations, which include ionization energy loss [60] and, in the case of electrons,
transition radiation. For TR production we employ a parametrization of a regular radiator [62],
which we tune to describe the electron spectra. The calculations include TR absorption in the
radiator reinforcement as well as in the detector volume. As seen in Fig. 5.93, we can achieve
a good agreement with the measurements with a reasonable (but not unique) set of parameters
(‘foil’ thickness d1 = 10µm, gap d2 = 80µm, number of ‘foils’ N f = 180). The measured
data for pure TR [63] are described equally well by this parametrization.

The commonly used method for particle identification in TRDs is the likelihood method.
The likelihood (to be an electron) is defined as

L =
Pe

Pe + Pπ
, Pe =

N∏
i=1

P(X i |e), Pπ =

N∏
i=1

P(X i |π), (5.14)

where the products run over the number of detector layers, N . P(X i |e) and P(X i |π) are the
probabilities that a detector signal X i recorded in layer i was produced by an electron or a
pion, respectively. The detector signal most commonly used is the integrated energy deposit.
We explore this simplest case in some detail below.

The likelihood distributions for six layers, based on the total energy deposit in one layer
(Fig. 5.93) are shown in Fig. 5.94 for the momentum of 2 GeV/c. Cuts of given electron
efficiency are imposed on the likelihood value and the pion efficiency, πeff, is calculated
(the pion rejection power is 1/πeff). The dependence of the pion efficiency on the electron
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efficiency is presented in Fig. 5.95 for 2 GeV/c momentum. For 90% electron efficiency
(which is a baseline value) a pion efficiency down to 1% (pion suppression of 100) is achieved.
This value improves substantially for lower electron efficiencies. However, because of the
quadratic dependence of the quarkonia yield on the electron efficiency, working at lower
electron efficiencies is undesirable in most cases. Following from the agreement seen for
the charge spectra, the simulations reproduce very well the measured pion efficiencies.

Figure 5.96 shows the measured and simulated pion efficiency as a function of the number
of layers included in the likelihood calculation. Given the strong dependence of the pion
rejection on the number of layers (roughly a factor 2 per layer), a reduced but not negligible
rejection is achieved for tracks that are only partially in the geometrical acceptance of the
detector.

The momentum dependence of the pion rejection is shown in Fig. 5.97. Beyond 2 GeV/c,
a steady degradation of the pion rejection is observed. A factor of about 2 worse rejection
is measured at 6 GeV/c compared to 2 GeV/c. In this regime, the TR yield, which roughly
saturates, can no longer compensate the pion relativistic rise in dE/dx (see Ref. [60] and
references therein). The simulations cannot reproduce the measurements, unless we employ
a momentum-dependent parametrization of the radiator, namely by varying the effective
number of foils. The value Nf = 180, which reproduce the measurements at 2 GeV/c, leads to
a much steeper pion rejection degradation as a function of momentum than seen in the data.
The calculations predict a TR yield saturation already at 2 GeV/c, while the measurements
indicate a steady increase in TR yield up to 6 GeV/c [61]. Given our highly irregular radiator
(composed of two types of randomly distributed interfaces, fibers and foams, [59]) it is not
surprising that a regular radiator parametrization is not able to reproduce the measurements
consistently. Efforts are under way to understand this behaviour and to find alternative TR
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descriptions (for irregular radiators) which could reproduce the measurements. Also, the
contribution of bremsstrahlung, not included in the present simulations, is being investigated.
Our recent measurements of pure TR spectra up to 10 GeV/c, which are currently under
evaluation, will shed more light on these aspects.
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The likelihood on total energy deposit is a straightforward method, but it does not use all
the recorded information in the TRD. A so-called bidimensional likelihood [64], for which the
distribution over the drift time of the time bin with the maximum measured amplitude is used
together with the integrated charge measurement (L Q X ) [61] can also be used in a simple way,
namely as a multiplicative probability in the likelihood calculation, Eq. (5.14). Owing to the
preferential absorption of TR (Fig. 5.92), an improvement of the pion rejection by a factor up
to 1.4 is achieved with this method compared to the likelihood on total energy deposit (L Q), as
illustrated in Fig. 5.98. The pion rejection can be further enhanced by exploiting the amplitude
measurement in each time bin. Because of the correlation between time bins, arising from the
intrinsic detector signal, convoluted with the response of the preamplifier/shaper, the signal
in each time bin cannot be used in a simple way in a likelihood method. To overcome this,
we have recently performed an exploratory study on a neural network (NN) approach to e/π
identification, which showed that a factor of up to 3 better pion rejection compared to the L Q X

method can be achieved [65]. A comparison of the three methods is presented in Fig. 5.98.
All the results presented above are for the ideal case of isolated tracks. However, for real

events in ALICE a degradation of the identification performance is expected [59]. A study of
this effect with the most updated detector response implemented in AliRoot is under way. We
expect that the NN method will provide a good safety factor for the performance in real events,
but the application of this method for high-multiplicity events also needs to be investigated.

Hadron identification. In addition to the electron identification, the TRD will also improve
the identification of the hadrons. This is done by measuring the dE/dx in a way similar to
that used for the ITS and the TPC. For comparison with these detectors, Fig. 5.99 shows the
dE/dx distribution for minimum-ionizing pions truncated over the six TRD chambers.
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The actual PID procedure in the TRD does not use the truncated mean method because
the transition radiation information, which is important for electron identification, is lost in
such a procedure. Instead, for each of the six TRD planes the distribution of the energy
deposit for electrons, pions, muons, kaons, and protons is obtained. The PID weights
Pk

i (i = e, µ, π,K, p; k = 1, 2, . . . , 6) are calculated for each of the planes using these
distributions (often referred to as the PID ‘response functions’). The combined (over all the
six planes) PID probability pi to be a particle of the type i is then given by

Pi =

6∏
k=1

pk
i

∑
j=e,µ,π,...

6∏
k=1

pk
j

, i = e, µ, π,K, p.

As an example, we show in Fig. 5.100 the PID efficiencies and contaminations as a
function of particle momentum for pions, kaons and protons for the case of generated low
multiplicity events containing equal number of particles of these types. The PID efficiency is
defined as the ratio of the number of correctly identified particles to the number of particles
of this type submitted the PID procedure. The contamination is defined as the ratio of the
number of misidentified particle to the number of all identified ones.

5.4.4. Particle identification with TOF. In this section we illustrate the PID performance
of the Time-Of-Flight (TOF) detector, which is designed to identify charged particles at
intermediate momenta in the ALICE central acceptance (|η|< 0.9). More details can be found
in [66]. In Section 5.4.4.1, we summarize the characteristics of the Monte Carlo samples and
of the TOF detector simulation used for the results presented here. The algorithm used for
the matching of the reconstructed tracks with the time signals measured on the TOF system
is then described in Section 5.4.4.2. Finally, the TOF PID procedure and its performance are
discussed in Section 5.4.4.3. Results are reported for both simulated Pb–Pb events at different
centralities, and for pp minimum-bias collisions.

5.4.4.1. Monte Carlo event samples and detector simulation. The Pb–Pb events were
generated with the HIJING 1.36 Monte Carlo simulation program [67] in five independent
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bins of the impact parameter of the collision, b. The sample with the highest generated
statistics (200 events) consists of central Pb–Pb collisions (06 b 6 5 fm), which are taken
as the main reference for the optimization of the TOF reconstruction and PID, and in the
evaluation of their performances. The rest of the HIJING Pb–Pb events are used to study the
TOF PID in peripheral collisions, and consist of four samples of 30 events each, generated in
impact-parameter bins of equal cross-section between 5 and 15 fm1. In addition, to quantify
explicitly the sensitivity of the TOF PID performance to different charged track environments,
three sets of 60 Pb–Pb collisions with a predefined number of charged tracks per unit rapidity
were simulated with HijingParam, a parametrization of the pseudo-rapidity and transverse-
momentum distributions of charged and neutral hadrons, (see Section 4.2.1.2 in Ref. [3] for
more details). Charged track densities of dNch/dη = 2000, 5000 and 8000, safely covering
the uncertainty on the expectations for the charged-particle multiplicity in central Pb–Pb
collisions at LHC energies, were selected in the simulation. Finally, a sample of 15000
minimum-bias proton–proton events at

√
s = 14 TeV, generated with the PYTHIA Monte

Carlo [68], were used to evaluate the performance of the TOF PID in pp collisions.
Particle tracking, signal generation and detector response were simulated with

GEANT3 [69]. The geometry of the TOF detector used in the simulation is the same as
described in Ref. [3], except that in the five TOF azimuthal sectors covering the region 220◦ 6
ϕ 6 320◦, the central modules2 have been removed to minimize the amount of material in
front of the PHOS detector. This configuration corresponds to a reduction of ∼ 5% in the
TOF geometrical acceptance.

Particle signals at the GEANT level were digitized according to a Gaussian time response.
Border effects, like the sharing of the particle signal between neighbouring pads and the
dependence of the Multi-gap Resistive-Plate Chamber (MRPC) time resolution on the impact
point of the particle within a pad, were parametrized according to test-beam results and have
been included in the simulation in the same way as described in Ref. [70]. The overall TOF
time resolution assumed in the simulation (σTOF = 80 ps) takes into account different sources
of uncertainty:

σ 2
TOF = σ 2

MRPC + 2σ 2
TDC + σ 2

Cal + σ 2
Clock + 2σ 2

ClTRM + σ 2
T0,

coming, respectively, from the detector intrinsic resolution σMRPC, the HPTDC time resolution
σTDC, the channel-to-channel calibration uncertainty σCal, the clock distribution jitter via the
TTC system σClock, the jitter σClTRM introduced when distributing the clock in the TRM, and
the uncertainty σT0 on the collision time (see Ref. [70] for more details). The values used
in the simulation for each of the contributions mentioned above are listed in Table 5.13.
The estimates for σMRPC and σTDC reflect the results obtained for the intrinsic MRPC time
resolution3 and the HPTDC performance in the latest test beams [71]. The uncertainties
related to the quality of the clock distribution through the electronic chain, σClock and
σClTRM, were estimated on the basis of the most recent lab-bench tests [72]. Concerning the
uncertainty σCal, related to the knowledge of the channel-to-channel relative timing and of
the time slewing corrections, it is foreseen that it will be kept well below 30 ps by means of
online/offline calibrations. Finally, an uncertainty σT0 below 50 ps is expected to be reached
on the absolute time of the collision, which will be precisely monitored in ALICE by the
T0 detector. With a TOF time resolution of 80 ps, the system is expected to provide a π/K

1 The four bins in the impact parameter b are respectively [5, 8.6], [8.6, 11.2], [11.2, 13.2] and [13.2, 15] fm.
2 As described in Ref. [3], each of the 18 azimuthal sectors of the TOF detector is segmented in five units along the
z coordinate. In each sector, the central module covers the region close to η ∼ 0, defined by |z|< 58 cm, z being the
coordinate along the beam direction.
3 The value quoted in Table 5.13 refers to the intrinsic MRPC time resolution measured at the centre of the TOF pad.
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Table 5.13. Individual contributions to the TOF time resolution used in the simulation of the TOF
detector response, for the three overall time resolutions σTOF = 80, 120 and 60 ps.

TOF time resolution σMRPC σTDC σCal σClock σClTRM σT0

(ps) (ps) (ps) (ps) (ps) (ps) (ps)

80 40 20 30 15 10 50
120 60 50 50 35 10 50
60 40 20 30 15 10 15

and K/p separation better than 3σ up to a track momentum p ' 2.5 GeV/c and p ' 4 GeV/c,
respectively.

In addition to the baseline resolution of 80 ps, the TOF detector response in the most
central HIJING events was also simulated assuming an overall TOF time resolution σTOF

of 120 ps and 60 ps. As shown in Table 5.13, the 120 ps simulation, which can be regarded
as a ‘worst case’ scenario, assumes very conservative estimates for the intrinsic MRPC and
HPTDC resolutions (implying also an increased uncertainty on the TOF channel-to-channel
calibration), and for the jitter introduced in the clock distribution via the TTC system. An
overall TOF resolution of 60 ps is instead obtained when the uncertainty σT0 = 50 ps on the
start time of the collision is replaced with the improved accuracy σT0 = 15 ps that the T0
detector is expected to reach in central Pb–Pb events. In this respect, a comparable precision is
actually foreseen to be achieved, at the offline stage, using the TOF system alone. In particular,
ongoing studies show that, in central Pb–Pb events, it will be possible to measure the time
of the collision with a resolution σT0 ' 5 ps, using a combinatorial algorithm based on the
comparison of the measured and the calculated times of flight of well reconstructed tracks.

5.4.4.2. Track–TOF signal matching. The starting sample for the track-TOF signal-matching
procedure consists of all the TPC tracks which can be successfully extrapolated from the
TPC outer wall (at a radius R ∼ 2.6 m) to the TOF inner radius (R ∼ 3.7 m). As discussed in
Section 5.1.5, track extrapolation to the TOF is performed by track reconstruction in the TRD.
In general, the use of the TRD spatial information allows one to further constrain the track
trajectory, thereby improving the quality of the track extrapolation and its association to the
time signals on the TOF system. However, owing to the quality criteria applied during track
reconstruction in the TRD, which cause the track extrapolation to be stopped when regions
with a relevant amount of passive material are crossed (in particular, close to the boundaries
between TRD modules), a sizable fraction of the tracks releasing a signal on the Time of
Flight system actually fails to be extrapolated to the TOF inner radius. As that would imply a
significant loss of efficiency in the TOF PID procedure, a further extrapolation step is applied
to recover the tracks stopped during the TRD reconstruction. In this case, the extrapolation is
performed without applying the requirements mentioned above, and using average values of
the density and the radiation length of the material crossed to take into account the effects from
energy loss and multiple scattering. Following this procedure, nearly 100% of the TPC tracks
which have released a signal on the TOF system are eventually included in the starting sample
of the track-TOF signal matching algorithm. This is illustrated in Fig. 5.101 (a), which shows,
as a function of the track momentum, the fraction of the tracks which have released a signal
on TOF and are extrapolated by the TRD tracking algorithm (dark-shaded histograms), and by
the additional extrapolation step described above (light-shaded histograms), in central Pb–Pb
collisions. Figure 5.101 (b) shows the same quantities as a function of the track pseudorapidity
η. In terms of the performance of the matching algorithm, presented later in this section, the
inclusion of the latter set of tracks translates to a substantial gain in the association efficiency
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Figure 5.101. The momentum (a) and pseudo-rapidity (b) dependence of the fraction of TPC
tracks which release a signal on TOF and are extrapolated to the TOF inner radius by the TRD
tracking algorithm (dark-shaded histograms), and by the additional propagation step described in
the text (light-shaded histograms), in central Pb–Pb collisions.

(a factor ∼ 1.3–2, depending on the track momentum), with only a limited increase (a factor
∼ 1.1) in the rate of fake associations. Note that an extrapolation procedure complementing
the one performed by the TRD track reconstruction will be even more necessary in the case of
a reduced geometrical acceptance of the TRD, as foreseen for the experiment start-up phase.

After extrapolation to the TOF inner radius, the tracks are sorted according to their
curvature, so that the matching procedure is first applied to the highest momentum tracks.
The ordering in momentum contributes to reducing the contamination from fake associations.
After that, a window [dϕ, dz] in the azimuthal and longitudinal coordinates (which depends
on the track parameters and their errors) is opened for each track, and TOF pads that have
given a signal are searched for within this window. These pads are preselected as candidates
for the association. The matching procedure is then organized in two stages:

• In the first step, each track is propagated through the TOF detector, until its extrapolation
crosses one of the preselected TOF pads. The time signal of this pad is then associated to
the track.

• In the second step, the same procedure, but with a looser criterion, is applied to all those
tracks whose extrapolation did not fall within the active area of any of the preselected TOF
pads. In particular, the TOF signal closest to the track trajectory is associated, provided
that its distance is smaller than a predefined value dmax. In Pb–Pb collisions, a distance
dmax = 3 cm, which optimizes the ratio between the matching efficiency and contamination
in central events, is used. In the case of pp collisions, which are characterized by a much
lower charged track density, a more inclusive cut is applied, dmax = 9 cm.

During both steps, the association of the tracks is performed according to the ordering in
momentum mentioned above; moreover, once a TOF signal is assigned to a track, it is flagged
to prevent any further association to other tracks, to avoid ambiguous track-time assignments.

The performance in central Pb–Pb collisions of the association algorithm described above
is presented in Fig. 5.102, showing, for primary pions, kaons and protons, the dependence
on the track momentum p of the matching efficiency εm and contamination cm, which are
defined as:

εm
=

Nm,t

Nreco,TOF
, cm

=
Nm,f

Nm,t + Nm,f
. (5.15)
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Figure 5.102. The momentum dependence of the efficiency (empty histograms) and the
contamination (shaded histograms) of the TOF matching procedure in central Pb–Pb collisions,
for primary particles of different species ((a): pions, (b): kaons, (c): protons). The contamination
coming from tracks having and not having released a signal on TOF are shown separately
as the dark and light-shaded histograms, respectively. A slightly lower efficiency and higher
contamination is observed for kaons and protons with respect to pions, as expected from the
increased effect of multiple scattering.

Here, Nreco,TOF is the number of the TPC reconstructed tracks which release a hit on TOF,
and Nm,t and Nm,f are, respectively, the number of tracks associated with the correct TOF
signal, and with a signal coming from a different particle in the event. For all three particle
species, the matching efficiency increases with increasing track momentum, as expected
from the correspondingly decreasing effect of multiple scattering on the extrapolation of the
track to the TOF sensitive volume. For the matching contamination, two distinct sources of
track mis-associations can be distinguished. The main component, shown by the light-shaded
histograms in Fig. 5.102, is related to the tracks which did not reach the TOF because of the
interaction in the material (or because of decays, in the case of kaons). These tracks were
nevertheless extrapolated to the TOF sensitive volume, and then associated, in most of the
cases, to an uncorrelated TOF signal. The other component (dark-shaded histograms) comes
from tracks which have actually reached and released a signal on TOF, but are mis-associated
to the signal from another particle in the event because of an incorrect extrapolation of the
track. Still, for the matching contamination in central Pb–Pb collisions, it is worth mentioning
that, in ∼10% of the cases, the track is actually associated to a TOF signal generated by
one of its secondaries (from either decay or interaction). In this case, the correlation between
the measured time and the time calculated from tracking (once the right mass hypothesis
is assumed) is to some extent preserved, and these particles, although being mis-associated
according to the definition in (5.15), are likely to be identified by the TOF PID procedure in a
correct way.

In Fig. 5.103, the performance of the association algorithm in central Pb–Pb collisions is
also shown in terms of the fraction of primary pions (a), kaons (b) and protons (c), generated
in the |θ − 90◦

|< 45◦ region, which have been associated with the correct (light-shaded
histograms) or with a wrong (dark-shaded histograms) TOF signal. As a reference, the fraction
of primary particles which reach the TOF sensitive volume and release a hit on the detector
(empty histogram) is also shown. The observed loss in the TOF acceptance is due to the
TOF dead space (∼15% of the full |η|< 0.9 acceptance), to the interaction of particles in the
material in front of the TOF detector (equivalent to ∼ 0.18 absorption lengths, mostly due to
the TRD material), and to particle decays (in the case of kaons). The momentum threshold for
particles to reach the TOF is instead directly related to the magnetic field, pmin ∼ 300 MeV/c
with B = 0.5 T, being slightly higher (respectively ∼ 350 and ∼ 450 MeV/c) for kaons and
protons, due to the increased effect of the energy loss.
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Figure 5.103. The fraction of primary pions (a), kaons (b) and protons (c), generated in the
|θ − 90◦

|< 45◦ region, which are associated to a correct (light-shaded histograms) and incorrect
(dark-shaded histograms) signal on TOF, in central Pb–Pb collisions. The empty histogram
indicates the fraction of primary particles which reach the TOF sensitive volume and release a
hit on the detector.
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Figure 5.104. Track–TOF signal matching efficiency (a) and contamination (b) versus
momentum, averaged over all hadron species (π , K, p), for different charged-track densities in
the event. The dark-shaded, empty and light-shaded histograms correspond to Pb–Pb collisions
generated with charged-track multiplicities per unit rapidity of dNch/dη = 2000, 5000 and 8000,
respectively.

The quality of the track–TOF signal association procedure is expected to be sensitive
to the track density characterizing the event. Figure 5.104 shows the association efficiency
and contamination, averaged over all hadron species, for the three different charged-track
densities dNch/dη = 2000, 5000 and 8000 assumed in the simulated Pb–Pb collisions. Going
from the highest to the lowest simulated multiplicity, variations of the order of a few per
cent are observed in the efficiency, while the contamination decreases by approximately a
factor two. The sensitivity to the track density is also at the origin of the dependence of the
TOF matching algorithm performance on the centrality of the collision. This is illustrated
in Fig. 5.105 (a) and (b), where the matching efficiency and contamination (integrated
over the momentum range 0.45< p < 6 GeV/c, and averaged over all hadron species) are
shown as a function of the average charged-track multiplicity per unit rapidity observed
in samples of Pb–Pb events generated at different centralities (see Section 5.4.4.1). In the
most peripheral Pb–Pb collisions, where the predicted charged track multiplicity per unit
rapidity is about 100, the overall matching efficiency is ∼10% higher, with a factor ∼8
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Figure 105. Track–TOF signal matching efficiency (a) and contamination (b) as a function of the
average dNch/dη observed in Pb–Pb events generated at different centralities (full dots). The open
symbols indicate the contamination from tracks associated with TOF signals coming from their
secondaries.
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Figure 5.106. The momentum dependence of the efficiency (empty histograms) and the
contamination (shaded histograms) of the TOF matching procedure for primary particles of
different species in pp minimum-bias collisions ((a): pions, (b): kaons, (c): protons).

smaller fraction of mis-associated tracks with respect to the case of central events, where
dNch/dη ≈ 6000. As far as the matching contamination in particular is concerned, it can be
noticed that the component of the contamination coming from the associations of the tracks
to the secondaries produced in their decays or interactions (indicated in Fig. 5.105 (b) as open
symbols) is essentially independent of dNch/dη, and becomes the dominant contribution when
dNch/dη . 1000. The remaining part of the contamination, related to associations with TOF
signals uncorrelated to the tracks, is instead consistent with scaling as the dNch/dη in the
event.

Indeed, in the case of proton–proton interactions, where dNch/dη is expected to be three
orders of magnitude lower than in central Pb–Pb events, the track–TOF signal matching
procedure is particularly efficient and pure, as can be seen from Fig. 5.106. Notice that in
this case a looser association criterion (dmax = 9 cm) has been used. This leads to an increase
of about 10% in the association efficiency, with a factor ∼2 increase in the contamination
(which is, in any case, still very limited).

5.4.4.3. Particle identification. After the track–TOF signal matching step, the procedure for
TOF Particle Identification (PID) is applied to all the reconstructed tracks that have been
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Figure 5.107. The difference between the measured time tTOF and the time-of-flight texp

calculated from tracking for (a) pions, (b) kaons, and (c) protons, in central Pb–Pb collisions. The
dark and light-shaded histograms show the contribution from correctly and incorrectly associated
tracks, respectively.

associated to a signal on the TOF system. As an illustrative example of the PID capabilities of
the TOF detector in central Pb–Pb collisions, Colour Figure I shows, for all the reconstructed
tracks matched with a signal on the TOF system, the correlation between the track momentum
and the mass:

M =
p

βγ
= p

√
(ctTOF)2

l2
− 1

calculated from the measured time-of-flight tTOF, the reconstructed track length l, and the
track momentum p. To translate such capabilities into a Particle Identification procedure, the
Bayesian method described in Section 5.4.6 has been used.

The measured time-of-flight tTOF is chosen as the PID discriminating variable, and the
Gaussian

gi (t
TOF)∼

1

σ
exp

{
− (tTOF

− texp
i )2/2σ 2

}
(5.16)

is taken as the TOF ‘detector response function’ for different mass hypotheses mi (i = e, µ, π ,
K and p). Besides the measured time-of-flight, the response function gi depends on other two
parameters, the expected time-of-flight texp

i for the i-th mass hypothesis and the overall time-
of-flight resolution σ .

The expected time of flight texp
i is calculated during track reconstruction by summing up

at each tracking step the time-of-flight increments:

1tk =

√
p2

k + m2
i

pk
1lk,

pk being the local estimate of the track momentum and 1lk the track length increment along
the trajectory4. Additional details on the calculation of the expected time-of-flight texp

i can be
found in Ref. [73].

The distribution of the difference between the measured time-of-flight tTOF and the
expected time texp for pions, kaons and protons is shown in Fig. 5.107, for central Pb–Pb
collisions. The contribution from correctly associated tracks, shown as the dark-shaded
histograms, is well described by a Gaussian in the case of pions, while non-Gaussian tails
become increasingly more significant in the case of kaons and protons, because of the
enhanced effects of the energy loss and multiple scattering. The light-shaded histograms

4 To ensure a reliable calculation of the expected time of flight, the track is required to have a good extrapolation to
the primary vertex; for primary particles, this requirement has an efficiency of ∼ 95%.
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Figure 5.108. The momentum dependence of the efficiency and contamination of the PID
algorithm for primary charged particles of different species ((a): pions, (b): kaons, (c): protons), in
central Pb–Pb collisions. The empty histograms refer to the efficiency, the dark and light-shaded
histograms show respectively the contamination coming from other particle species.

indicate the component from mis-associated tracks, which spreads over time differences of
several nanoseconds.

The overall time-of-flight resolution, σ =

√
σ 2

TOF + σ 2
reco includes both the time resolution

of the TOF system, σTOF, and the uncertainty σreco related to the reconstruction of the
momentum and of the track length. The latter uncertainty, which depends on the track
momentum and on the particle type (see again Ref. [73]), is, on average, ∼ 30 ps.

On the basis of the response function gi defined in Eq. (5.16), the conditional probability
Pi (tTOF) to be a particle of type i is then assigned to each track weighting gi by the a priori
probability Ci for a track to be a particle of type i :

Pi (t
TOF)=

Ci gi (tTOF)

Cege(tTOF)+ Cµgµ(tTOF)+ Cπgπ (tTOF)+ CKgK(tTOF)+ Cpgp(tTOF)
,

i = e, µ, π, K, p.

The identity of the track is defined by the highest among the probabilities Pi . For the
results presented here, in the case of both Pb–Pb and pp collisions the a priori probabilities
were respectively set to Cπ = 0.85, CK = 0.10, Cp = 0.05 and Ce,Cµ = 0.01, close to the
generator-level particle concentrations observed in the HIJING and PYTHIA Monte Carlos.
In central Pb–Pb collisions, no attempt to identify electrons was made because of a high
background, while in the case of pp minimum-bias events, the particularly clean track
environment allows for some level of separation, as will be shown later in this section.

The performance in central Pb–Pb collisions of the TOF PID algorithm is presented
in Fig. 5.108, which shows the PID efficiency εPID(i) and contamination cPID(i) for pions,
kaons and protons (i = π , K, p) as a function of the track momentum. The efficiency and the
contamination are defined as

εPID(i)=
N t

id(i)

N (i)
, cPID(i)=

N w
id(i)

N t
id(i)+ N w

id(i)
,

N (i) being the number of particles of type i (i = π , K, p) associated with a signal on
the TOF system, N t

id(i) the number of particles of type i which are correctly identified,
and N w

id(i) the number of non-type i particles misidentified as particles of type i . While
a very high (>95%) identification efficiency is observed for pions, approximately constant
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Figure 5.109. The momentum dependence of the overall PID efficiency for primary charged
particles of different species ((a): pions; (b): kaons; (c): protons), generated in the |θ − 90◦

|< 45◦

region, in central Pb–Pb collisions.

over the momentum range 0.5< p < 6 GeV/c, the efficiencies for kaons and protons are
generally lower (at most 85%) and momentum-dependent. At low momenta, the main factor
limiting the kaon and proton efficiencies is related to track–TOF signal mis-associations
(and decays, in the case of kaons), while at high momenta it is also due to the decrease of
the π /K and K/p separation power of the time-of-flight system. The pion efficiency is less
sensitive to these effects, being the most abundant particle species. For PID contamination,
in case of pion identification the fraction of incorrect particle-type assignments (coming
predominantly from kaons) ranges from a few per cent to ∼ 30% over the momentum interval
0.5< p < 6 GeV/c. A comparably low level of contamination (from a few per cent to 15%,
coming mostly from pions) is observed for protons in the same momentum range, while
kaons are identified with a contamination varying from 20% to 10% (again, mostly from
pions) in the range 0.5< p < 3 GeV/c. As in the case of the efficiency, at low momentum
the PID contamination originates predominantly from track–TOF signal mis-associations,
while at high momenta it is also related to the decrease of time-of-flight separation
power.

Figure 5.109 shows the corresponding overall TOF PID efficiencies with respect to
primary tracks generated in the |θ − 90◦

|< 45◦ region. Notice that in this case, in addition
to the efficiency of the PID algorithm, all the factors coming from the track reconstruction
efficiency, the effect from TOF dead space, the losses due to the particle decays or interactions
and the efficiency of the track-TOF association procedure (see Section 5.4.4.2) are included.
On average, in a central Pb–Pb collision simulated with HIJING, about 1600 primary pions
and about 100 kaons and protons are expected to be reconstructed and correctly identified by
the TOF system.

The quality of the TOF PID at high momenta depends significantly, as expected, on
the time resolution of the TOF system. This can be seen from Fig. 5.110, which shows,
as an example, the kaon PID efficiency and contamination for the three different TOF time
resolutions of 80, 120 and 60 ps. The PID performance is also affected by the charged-track
density in the event. This is demonstrated in Fig. 5.111, where the kaon PID efficiency and
contamination are shown for simulated Pb–Pb collisions with dNch/dη = 2000, 5000 and
8000. As expected, the sensitivity of the TOF PID performance to the charged-track density is
most significant in the low-momentum region, where the contribution of mis-associated tracks
is predominant.

Finally, it should also be remarked that, with respect to the results presented here, the
actual level of the PID contamination in central Pb–Pb collisions may change significantly if
the relative particle concentrations for pions, kaons and protons at the LHC are different from
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Figure 5.110. The momentum dependence of the (a) algorithmic PID efficiency and (b)
contamination for three different TOF time resolutions of 80, 60 and 120 ps (empty, light and
dark-shaded histograms, respectively), for primary kaons in central Pb–Pb collisions.
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Figure 5.111. The momentum dependence of the algorithmic PID efficiency (a) and
contamination (b) for primary charged kaons, for three different charged track multiplicities per
unit rapidity dNch/dη = 2000, 5000 and 8000 (dark-shaded, empty and light-shaded histograms).
The simulated TOF time resolution is 80 ps.

those predicted by HIJING. In particular, a substantial improvement in the kaon identification
is expected if the production rates of pions, kaons and protons become comparable for
momenta &1.5 GeV/c, as currently indicated by the results on the charged hadron spectra
obtained at RHIC [74]. To be more independent of the particle ratios simulated in the Monte
Carlo, the TOF PID performance in central Pb–Pb collisions is also presented in terms of the
probability for particles of type i to be mistagged as a particle of type j , (i 6= j), for a fixed
identification efficiency (here 85% has been chosen) for particles of type j (i, j = π , K, p).
The results are shown in Fig. 5.112.

The performance of the TOF PID improves in case of peripheral collisions, owing to
the reduction of the level of track–TOF signal mis-associations with decreasing charged-
track density in the event. This can be seen from Fig. 5.113, which shows the kaon PID



ALICE: Physics Performance Report, Volume II 1419

p (GeV/c)
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

ID
 E

ff
ic

ie
n

cy

0.1

0.2
0.3
0.4
0.5

0.6
0.7
0.8
0.9

1

p (GeV/c)
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

ID
 E

ff
ic

ie
n

cy

0.1

0.2
0.3
0.4
0.5

0.6
0.7
0.8
0.9

1
Pions

p (GeV/c)
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

M
is

ta
g

 P
ro

b
ab

ili
ty

0.1

0.2
0.3
0.4
0.5

0.6
0.7
0.8
0.9

1

p (GeV/c)
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

M
is

ta
g

 P
ro

b
ab

ili
ty

0.1

0.2
0.3
0.4
0.5

0.6
0.7
0.8
0.9

1
Kaons

Pion Identification

p (GeV/c)
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

M
is

ta
g

 P
ro

b
ab

ili
ty

0.1

0.2
0.3
0.4
0.5

0.6
0.7
0.8
0.9

1

p (GeV/c)
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

M
is

ta
g

 P
ro

b
ab

ili
ty

0.1

0.2
0.3
0.4
0.5

0.6
0.7
0.8
0.9

1
Protons

p (GeV/c)
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

ID
 E

ff
ic

ie
n

cy

0.1
0.2
0.3
0.4

0.5
0.6
0.7
0.8
0.9

1

p (GeV/c)
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

ID
 E

ff
ic

ie
n

cy

0.1
0.2
0.3
0.4

0.5
0.6
0.7
0.8
0.9

1
Kaons

p (GeV/c)
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

M
is

ta
g

 P
ro

b
ab

ili
ty

0.1
0.2
0.3
0.4

0.5
0.6
0.7
0.8
0.9

1

p (GeV/c)
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

M
is

ta
g

 P
ro

b
ab

ili
ty

0.1
0.2
0.3
0.4

0.5
0.6
0.7
0.8
0.9

1
Pions

Kaon Identification

p (GeV/c)
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

M
is

ta
g

 P
ro

b
ab

ili
ty

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7

0.8
0.9

1

p (GeV/c)
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

M
is

ta
g

 P
ro

b
ab

ili
ty

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7

0.8
0.9

1
Protons

p (GeV/c)
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

ID
 E

ff
ic

ie
n

cy

0

0.1
0.2
0.3
0.4
0.5

0.6
0.7
0.8
0.9

1

p (GeV/c)
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

ID
 E

ff
ic

ie
n

cy

0

0.1
0.2
0.3
0.4
0.5

0.6
0.7
0.8
0.9

1
Protons

p (GeV/c)
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

M
is

ta
g

 P
ro

b
ab

ili
ty

0.1
0.2
0.3

0.4
0.5
0.6

0.7
0.8
0.9

1

p (GeV/c)
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

M
is

ta
g

 P
ro

b
ab

ili
ty

0.1
0.2
0.3

0.4
0.5
0.6

0.7
0.8
0.9

1
Pions

Proton Identification

p (GeV/c)
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

M
is

ta
g

 P
ro

b
ab

ili
ty

0.1
0.2
0.3

0.4
0.5
0.6

0.7
0.8
0.9

1

p (GeV/c)
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

M
is

ta
g

 P
ro

b
ab

ili
ty

0.1
0.2
0.3

0.4
0.5
0.6

0.7
0.8
0.9

1
Kaons

Figure 5.112. PID efficiencies (fixed at 85%, see text) and mistag probabilities in case of pion
(top), kaon (middle) and proton identification (bottom), for pions, kaons and protons in central
Pb–Pb collisions.

efficiency and contamination, integrated over the momentum range 0.5< p < 3 GeV/c, as
a function of the charged-track multiplicity per unit rapidity observed in Pb–Pb collisions at
different centralities. A substantial improvement in the PID performance is also observed in pp
collisions (Fig. 5.114); the TOF algorithmic PID efficiency is above 90% over a considerable
fraction of the momentum range even for kaons, with a contamination of some relevance
only at high momenta. Moreover, as mentioned before in this section, the particularly clean
track environment which is expected in pp collisions may even allow one to identify low-
momentum electron tracks via a time-of-flight measurement (see Fig. 5.114 (d)).

5.4.5. Particle identification with HMPID. The hadron identification at high transverse
momenta (1< p < 3 GeV/c for π and K, 1< p < 5 GeV/c for p), in the ALICE experiment
will be achieved by the HMPID (RICH) detector.
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Figure 5.113. PID efficiency (a) and contamination (b) for kaons, integrated over the momentum
interval 0.5< p < 3 GeV/c, as a function of the charged-track multiplicity per unit rapidity in
Pb–Pb events at different centralities.
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Figure 5.114. The momentum dependence of the PID efficiency and the PID contamination for
primary charged particles of different species ((a): pions, (b): kaons, (c): protons and (d) electrons)
in pp minimum-bias collisions. The empty histograms refer to the efficiency, while the shaded
histograms indicate the PID contamination.
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Figure 5.115. The HMPID acceptance for pions (left), kaons (centre) and protons (right). In the
case of kaons, the mean lifetime has been taken into account. The magnetic field is 0.5 T and
uniform.

In the acceptance region covered by the HMPID (about 5% of the full central)
the maximum particle density reaches 100 m−2 (including the expected background) with
incident angle ranging from 0◦ to 15◦ [75]. The tracking capability of the ALICE apparatus
allows a satisfactory reconstruction of the impact, and of the incident angle for charged
particles impinging on HMPID modules. Nevertheless, the high global multiplicity onto the
photocathodes (track impacts, Cherenkov and feedback photons etc.) and the dependence
of Cherenkov images from the track’s incident angle make the pattern recognition and the
Cherenkov angle reconstruction very complex.

All the details about the HMPID reconstruction can be found in Ref. [76]. Below we
report the main results.

5.4.5.1. HMPID acceptance for charged particles. In Fig. 5.115, the detector acceptances
for pion, kaons and protons, respectively, as a function of rapidity and transverse momentum
are shown (magnetic field is 0.5 T). A charged particle is accepted by the detector if it passes
through the sensitive MWPC volume of the detector creating a cluster at the pad plane.

In the central rapidity region (|y|< 0.15), covered by three modules, the acceptance is
the factor of 1.5 more than that on the sides (|y|> 0.15) covered by two modules only. The
dead zones between the modules are seen. In the calculations of the acceptance for each of
the modules, the dead zones between the photocathods were taken into account. In the case of
the acceptance for kaons, the finite mean lifetime of the particles was considered.

5.4.5.2. Matching algorithm with HMPID. The identification of the charged particles in the
HMPID requires tracks from the central tracking devices (ITS, TPC, TRD) to be extrapolated
and associated with an ionization cluster in the HMPID cathode plane [77]. Therefore, the
first step in the analysis procedure is the discrimination between a photon and a given MIP
cluster. This selection is made by applying a threshold cut on the cluster charge (depending
on the gain of the HMPID chamber).

In Fig. 5.116 (top) the minimum distance dmin between the extrapolated track point on
the HMPID photocathode plane of a given chamber and the coordinate of the nearest centroid,
of a charge compatible with a MIP cluster, is shown. The distribution clearly shows that the
majority of the events are within one pad size (8.0 × 8.4 mm2). A selection of dmin < 1 cm
can be applied, with about 80% of the particles selected. It has been estimated that about 8%
of the distribution, representing part of the tail of the distribution, comes from the decay of
charged kaons.

In the distribution of Fig. 5.116 (bottom), it is evident how the multiple scattering
contributes to dmin; for high momenta (p ' 5 GeV/c) the selection on dmin to define a good
matching may be less.
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Figure 5.116. Distribution of the distance dmin between the extrapolated track position at the
HMPID photocathode plane and the nearest MIP centroid (QM I P < 100 ADC). Central HIJING
events (dNch/dη = 6000).

It is important to point out that the inclination angle θp has to be known with high
precision. In fact it determines the shape of the ring and then affects systematically the value
of the single Cherenkov angle θc. Therefore, in order to reduce the error on the inclination
angle θp of impact of the track, the selection dmin < 1 cm has been applied in the whole range
of pt. This cut reduces the probability of mismatching of a track with the MIP cluster of
another particle (the cut is of the order of the pad size), even if the efficiency will decrease.
Figure 5.117 shows the distribution of the 1θp, difference between the θ sim

p of the simulated
track and the θ rec

p of the reconstructed track. A value of σ = 2.8 mrad has been obtained
from the fit of the distribution. This accuracy on the θp implies an indetermination less than
3% on θc.
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Figure 5.117. Difference between the angles of impact on the HMPID, with respect to the normal
at the detector, for the simulated and the reconstructed track. The distributions refers to protons in
central HIJING events (dNch/dη = 6000).

In Fig. 5.118 the matching efficiency, as a function of the pt for pions, kaons and protons
is shown. The loss of efficiency at lower transverse momenta is due to the multiple scattering
and the cut dmin < 1 cm. The probability of mismatching, similar for the three particle types,
is also shown.

5.4.5.3. Extraction of the mean Cherenkov angle: the Hough transformation method. The
Hough Transformation Method (HTM) is an efficient implementation of a generalized
template matching strategy for detecting complex patterns in binary images. This is achieved
by analyzing the parameters which characterize these patterns and looking for local maxima in
a feature parameter space. The main advantage of the Hough transform is that it is relatively
unaffected by topological gaps in curves and by high noise background in spot-like images.
Let us assume that we transform a Cartesian space to a feature space:

x → (a, T (x, a)) (5.17)

where a is a parameter vector and T (x, a) its relative transform. For each thresholded
contribution of T (x, a) in the parameter space, the value of a corresponding variable
HCS(T (x, a)) gets incremented according to the following scheme:

HCS(T (x, a))→ HCS(T (x, a))+w. (5.18)

This counting procedure defines the function HCS(T (x, a)) in the so-called Hough
Counting Space. The incrementation function w = w(x, a) allows one to use other relevant
information associated with a given feature point. If the incrementation quantityw is assumed
unitary, a simple counting of the number of contributions as a function of the feature vector a
is performed. Nevertheless the incrementation strategy of Eq. (5.18) can be refined further by
applying an incrementation function:

w = w(x, a). (5.19)
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squares) as a function of the momentum for pions, kaons and protons.

In this way a weighting policy can be applied in order to use other relevant informations
associated with a given feature point. The Hough estimator for the feature vector is given by
the bin value in HCS with the highest frequency in the parameter space.

For Cherenkov patterns, the starting point of the analysis consists of a bidimensional map
with the impacts (xp, yp) of the charged particles, impinging the detector plane with known
incidence angles (θp, ϕp), and of the coordinates (x, y) of hits due to both Cherenkov photons
and background sources. A Hough counting space has to be constructed for each charged
particle, according to:

(x, y)→ ((xp, yp, θp, ϕp), ηc). (5.20)

Since the feature vector a = (xp,yp,θp,ϕp) is provided by the tracking of the charged
particle, the transform will reduce the problem to a solution in a one-dimensional mapping
space. The transformation which provides the parameter ηc for a given a vector is
the geometrical backtracing algorithm to extract the Cherenkov angle associated to each
photon pad.

The HCS in this case represents the photon Cherenkov angle ηc spectrum and, indeed,
a Hough estimator for the Cherenkov angle θc of the particle is chosen as the highest
peak provided by all the photons which fall in that angle bin. Thus, the HCS accumulates
the contributions from several Cherenkov photons according to the expression (5.18).
The analysis procedure can be easily extended and made more effective if the weight
function (5.19) is used to take into account other factors like the background evaluation or
the charge contribution for each Cherenkov photon.

The basic HT method applied for the HMPID has been enhanced in such a way as to be
less influenced from the background caused from several noise sources.
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Figure 5.119. An offline event display of a central Pb–Pb HIJING event (dNch/dη = 2500) in the
HMPID. Reconstructed rings with relative photon cluster (star) are shown for associated tracks.

For each photon there is a spread in the Cherenkov angle to be taken into account, which
makes it harder to achieve a good resolution σηc in the Cherenkov angle identification. In order
to enhance statistically as much as possible the signal in the ηc spectrum, the incrementation
expression (5.18) has been modified as described in the following.

The following integration in the ηc space over a ‘sampling band’ b has been applied:

HCS′(ηc)=

∫ ηc+ b
2

ηc−
b
2

HCS(η′

c)dη
′

c, (5.21)

which in the discrete case, where dηc = 1 mrad (i.e. ηc(k)= k dηc, k integer), transforms into
the correlation:

HCS′(ηc(k))=

ηc(k)+ b
2∑

i=ηc(k)−
b
2

HCS(i). (5.22)

The HCS has been calculated using w = Wbkg(ηc) defined by Eq. (5.19) as the
incrementation function. The sampling band in the correlation has been determined at 45
mrad for the smallest σηc value.

Figure 5.119 shows an offline display of an event, where the reconstructed rings
associated to tracks are also shown.

Improvements to the Cherenkov angle reconstruction. Several improvements in the method
described above have been implemented [78]. In central Pb–Pb central events, where the
HMPID occupancy is more than 10%, the background mainly due to photons coming from
other charged particles, becomes relevant. In order to take into account the background,
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supposed to be uniformly distributed on the photocathode, the photon density is calculated
introducing a weight equal to 1/A in Eq. (5.19), where A is the area allowed to that photon
falling in the given search band.

To minimize the propagation errors of the track parameters (xp,yp,θp,ϕp) on the
reconstruction of the Cherenkov angle of the single photon, the extrapolated coordinates
of the track (xp,yp) are replaced by the coordinate of the MIP cluster, representing a better
estimate of the impact point. In addition, an iterative procedure to improve the knowledge of
the impact angles of the track (θp,ϕp) to the HMPID is applied. In fact, after having tagged
N candidate photons to a given ring, a minimization of σ/

√
N (where σ is the r.m.s. of the

tagged photon distribution), with the impact angles as free parameters, is performed. If N
changes, the Hough algorithm is applied again by using the new angles. The iteration stops
when no change in the number of photons occurs. It has been estimated, by simulation, that
this improves the reconstructed Cherenkov angle resolution by about 20%.

5.4.5.4. Response function of the HMPID detector. The HMPID group has investigated in
detail the response of the HMPID detector to charged particles, by analyzing data coming
from different test beam sessions [79]. It was possible to study the performance of the HMPID
detector as a function of the beam energy, the beam type (pions and protons), the inclination
angle to the detector, the impact point on the photocatode, gain of the MWPC. The response
of the detector has been studied in terms of different variables (i.e. mean number of photons);
in particular the evaluation of the standard deviation σ single

photon of Cherenkov angle θc for single
photon is fundamental to be confident to the response of the detector in terms of identification
probability.

At fixed momenta and inclination angle θp, the distribution of the single Cherenkov
angle θc is well described by a Gaussian. In Fig. 5.120 (left) data from beam tests show the
typical ring pattern for pions and protons with p = 2 GeV/c and θp = 4◦, while on the right of
Fig. 5.120, the distributions of the θc for pions and protons are clearly of Gaussian shape.

The σθ c has been parametrized as a function of the following parameters:

σθc = σθc,i (p, θp, ϕp, ϕring), i = π, K, p,
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where p is the momentum of the charged particle, (θp, ϕp) are the particle impact angles to the
HMPID module, and ϕring is the azimuthal angle of the single Cherenkov photon around the
MIP.

The parametrization has been obtained in the following way. From the test beam data, the
σθ c has been found by fitting the distributions of the single Cherenkov angle θc at different
momenta, impact angle θp. Other values of σθ c , not available from experimental data, have
been interpolated by the results obtained from Monte Carlo simulation.

The Cherenkov angle θc for single photon is mainly affected by the following errors:

σ 2
θc

= σ 2
chrom + σ 2

geom + σ 2
loc,

where:

• σchrom is the chromatic error, related to the variation of the radiator refractive index n with
the photon energy E. It is generated by the dispersion dn/dE of the radiator medium index
and by the spread of the detector response over the effective photon energy range. The
detector response, in turn, is determined by the convolution of the CsI photocathode (PC)
quantum efficiency (QE) with the transmission of the media traversed by the Cherenkov
photons inside the detector.

• σgeom is the geometrical error, related to the spread of the emission point along the particle
path in the Cherenkov radiator.

• σloc is the localization error, related to the precision with which the photon and particle
impact coordinates can be measured. It is determined by the photodetector geometry (pad
size, sense wires pitch) and by the photon feedback.

While the chromatic and geometrical error are intrinsic, respectively, to the radiator
properties and to the proximity focusing technique, the latter is determined by experimental
conditions, such as the photodetector gain A0.

In Fig. 5.121 the dependence of σchrom, σgeom and σloc with the photons azimuthal angle
ϕring, for a proton of p = 5 GeV/c and impact angles θp = 0◦ and θp = 7.5◦, respectively, is
shown. The results on the σθ c are a good fit to the data coming from beam tests.

However, as discussed in 5.4.5.2 the error on θp, due to the precision of the tracking
devices, as well as the pad occupancy (that implies a certain probability of cluster
overlapping), can affect the measurement of σθ c . The integrated effect has been estimated
to be of the order of 10%. The influence of the occupancy on the σθ c is, however, still under
study.

5.4.5.5. PID with HMPID. The PID procedure for the HMPID [76] is the following. The
probability that a given reconstructed θc belongs to the probability density function (pdf) of
the particle type i = π , K, p and falls in the interval [θ ,θ + dθ] is

P(θc)dθ = Gauss(θc, σθc,i )dθ,

where θc,i can be found from the knowledge of the response function of the detector. Finally,
the probability that a given particle with θc is of the type i = π , K, p is

Pi =
Gauss(θc, σθc,i )∑

i=π,K,p

Gauss(θc, σθc,i )
, i = π,K, p.

It is possible to choose a significance level (typically 0.10, 0.05, and 0.01) to identify a
particle. The significance level, however, will affect the efficiency and the contamination.
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Figure 5.121. Different contributions to the Cherenkov angle σθc for single Cherenkov photon,
emitted by protons of p = 5 GeV/c as a function of the azimuthal angle ϕring, at the particle angles
(a) θp = 0◦ and (b) θp = 7.5◦.

5.4.5.6. Analysis and results. The reconstructed Cherenkov angle as a function of the track
momentum measured by the tracking devices is shown in Fig. 5.122. Clear bands of events
around the predicted curves for π , K and p are visible with low background.

The performance of the recognition strategy of circular Cherenkov patterns based on the
Hough transformation, in fully simulated central Pb–Pb ALICE events (dNch/dη = 6000),
was studied in terms of particle identification efficiency and particle contamination [80].

In order to study a set of ring patterns at fixed momentum and incidence angle in
the ALICE multiplicity environment, central Pb–Pb events (∼13% of pad occupancy) were
simulated in the ALICE setup for a charged-particle multiplicity of dNch/dη = 6000. First the
total response (charged particles and photons) of a HMPID module was generated and then
a track with its Cherenkov photons at a given momentum and incidence angle was generated
and merged with the event.

The procedure was repeated for pions, kaons, and protons reaching the central HMPID
module, in the momentum range between 1.2 and 5 GeV/c, until a satisfactory statistics was
reached for each particle type. The tracks were reconstructed including ITS, TPC and TRD;
in addition, for further studies on combined PID, the charged track was accepted if detected
by the TOF detector. The pattern recognition method was applied to obtain the respective
distributions of the reconstructed Cherenkov angle [76], so that efficiency and contamination
for the three species of hadrons could be examined. For efficiency εi and contamination ci

concerning the particle of type i = π , K, p at a fixed momentum value, the following definition
was employed:

εi =
N found

i

N tot
i

, ci =
N found

j + N found
k

N found
i + N found

j + N found
k

, i 6= j 6=k (i = π,K, p),

where N found
i denote the number of the reconstructed rings with Cherenkov angle in a

selected range, while N tot
i is the number of the total simulated rings for particle of i type.
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Figure 5.122. Reconstructed Cherenkov angle in the HMPID as a function of the track
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Figure 5.123. Efficiency and contamination for pions, kaons, and protons.

The dependence of expected particle production ratios from the momentum, estimated with
HIJING, have been taken into account to calculate ci .

The cuts made in the analysis reflected the best compromise between efficiency and
contamination. It is only indicative since cuts will depend on the physics signal under study
with the HMPID. Figure 5.123 reports the efficiencies and contaminations, computed for π
in the momentum range 1.2–4 GeV/c, for K in the momentum range 1.2–3 GeV/c and for p in
the momentum range 1.2–5 GeV/c. The identification of charged particles with the HMPID
detector was performed on simulated central Pb–Pb events (dNch/dη = 6000).

5.4.6. Combined particle identification. Having to combine the PID information coming
from different detecting systems implies dealing, in some common way, with PID signals of
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a different nature (e.g. dE/dx and time-of-flight measurements). The situation is additionally
complicated by the amount of data to be processed (about 107 events with about 104 tracks in
each). Thus the particle identification procedure should be as much as possible automatic
and should also be capable of combining signals distributed according to quite different
probability density functions.

We will demonstrate here that combining PID signals in a Bayesian way satisfies all these
requirements. The method described in the following is similar to that in Ref. [81].

5.4.6.1. Bayesian PID with a single detector. Let r(s|i) be a conditional probability density
function to observe in some detector a PID signal s if a particle of type i (i = e, µ, π , K, p,
. . . ) is detected. The probability to be a particle of type i if the signal s is observed, w(i |s),
depends not only on r(s|i), but also on how often this type of particles is registered in the
considered experiment (a priori probability Ci to find this kind of particle in the detector).
The corresponding relation is given by Bayes’s formula:

w(i |s)=
r(s|i)Ci∑

k=e,µ,π,... r(s|k)Ck
. (5.23)

Under some reasonable conditions, Ci and r(s|i) are not correlated so that one can rely
on the following approximation:

• The functions r(s|i) reflect only properties of the detector (‘detector response functions’)
and do not depend on other external conditions like event and track selections.

• On the contrary, the quantities Ci (‘relative concentrations’ of particles of type i) do not
depend on the detector properties, but do reflect the external conditions, selections etc.

The PID procedure is done in the following way. First, the detector response function is
obtained. Second, a value r(s|i) is assigned to each track. Third, the relative concentrations Ci

of particle species are estimated for a subset of events and tracks selected in a specific physics
analysis. Finally, an array of probabilities w(i |s) is calculated (see Eq. (5.23)) for each track
within the selected subset.

The probabilities w(i |s) are often called PID weights.

Obtaining the conditional probability density functions. The conditional probability density
function r(s|i) (detector response function) can always be parametrized with sufficient
precision using available experimental data.

Let us consider, for example, the ALICE TPC. Currently, the ALICE reconstruction
software uses the following parametrization. For each track reconstructed in the TPC, r(s|i)
(s is the assigned dE/dx measurement) is Gaussian with centroid < dE/dx > given by the
Bethe–Bloch formula and width calculated as σ = κ < dE/dx >, where the coefficient κ is
approximately constant over all the momentum region and for all the particle species and, in
case of simulated central HIJING [67] Pb–Pb

√
sNN = 5.5 TeV events, it is about 0.07 (see

Fig. 5.124).

Obtaining the a priori probabilities. In the simplest approach, the a priori probabilities Ci

(relative concentrations of particles of i-type) to observe a particle of i-type can be assumed
to be equal.

However, in many cases one can do better. Thus, for example in ALICE, when doing PID
in the TPC for the tracks that are registered both in the TPC and in the TOF detector, these
probabilities can be estimated using the measured time-of-flight. One simply fills a histogram
of the following quantity:

m =
p

βγ
= p

√
c2t2

l2
− 1, (5.24)
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Figure 5.125. A priori probabilities Ci estimated using time-of-flight measurements (see the text).

where p and l are the reconstructed track momentum and length and t is the measured time-
of-flight. Such a histogram peaks near the values m that correspond to the masses of particles.

Under ALICE conditions, because the width of the peaks is mainly defined by the time
resolution and is almost the same for all the particle types (see Fig. 5.125), the counts
at the maxima of the histogram are proportional to the Ci . The absolute normalization
of Ci is not important (see Eq. (5.23)). Therefore, one can use straightaway 0< Ce < 10,
0< Cµ < 100, Cπ ∼ 2800, CK ∼ 350 and Cp ∼ 250 for the case (event and track selection)
shown in Fig. 5.125.

Forcing some of the Ci to be exactly zeros excludes the corresponding particle type
from the PID analysis and such particles will be redistributed over other particle classes (see
Eq. (5.23)). This can be useful for the kinds of analysis when, for the particles of a certain
type, one is not concerned by the contamination but, at the same time, PID efficiency is of
particular importance.
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5.4.6.2. PID combined over several detectors. This method can be easily applied for
combining PID measurements from several detectors. Considering the whole system of N
contributing detectors as a single ‘super-detector’ one can write the combined PID weights
W (i | s̄) in the form similar to that given by Eq. (5.23):

W (i |s̄)=
R(s̄|i)Ci∑

k=e,µ,π,... R(s̄|k)Ck
, (5.25)

where s̄ = s1, s2, . . . , sN is a vector of PID signals registered in the first, second and other
contributing detectors, Ci are the a priori probabilities to be a particle of the type i (the
same as in Eq. (5.23)) and R( s̄ |i) is the combined response function of the whole system of
detectors.

If the single detector PID measurements s j are uncorrelated (which is approximately true
in the case of the ALICE experiment), the combined response function is the product of single
response functions r(s j |i) (the ones in Eq. (5.23)):

R(s̄|i)=

N∏
j=1

r(s j |i). (5.26)

One obtains the following expression for the PID weights combined over the whole
system of detectors:

W (i |s1, s2, . . . , sN )=

Ci

N∏
j=1

r(s j |i)

∑
k=e,µ,π,...

Ck

N∏
j=1

r(s j |k)

. (5.27)

In the program code, the combined response functions R( s̄ |i) do not necessarily have to
be treated as analytical. They can be ‘procedures’ (C++ functions, for example). Also, some
additional effects like probabilities to obtain a mis-measurement (mis-matching) in one or
several contributing detectors can be accounted for.

Equation 5.27 has the following useful features:

• If for a certain particle momentum one (or several) of the detectors is not able to identify
the particle type (i.e. r(s|i) are equal for all i = e, µ, ...), the contribution of such a detector
cancels out from the formula.

• When several detectors are capable of separating the particle types, their contributions
are accumulated with proper weights, thus providing an improved combined particle
identification.

• Since the single-detector response functions r(s|i) can be obtained in advance at the
calibration step and the combined response can be approximated by Eq. (5.26), a part
of PID (calculation of the R( s̄ |i)) can be done track-by-track ‘once and forever’ by the
reconstruction software and the results can be stored in the Event Summary Data (ESD).
The final PID decision, being dependent via the a priori probabilities Ci on the event and
track selections, is then postponed until the physics analysis of the data.

And so the combined PID procedure in ALICE consists of three parts:

• First, the single-detector PID response functions r(s|i) are obtained. This is done by the
calibration software.
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• Second, for each reconstructed track the combined PID response R( s̄ |i) is calculated and
effects of possible mis-measurements of the PID signals can be accounted for. The results
are written to the ESD and, later, are used in all kinds of physics analysis of the data. This
is a part of the reconstruction software.

• And finally, for each kind of physics analysis, after the corresponding event and track
selection is done, the a priori probabilities Ci to be a particle of a certain i-type within
the selected subset are estimated and the PID weights W (i | s̄ ) are calculated by means of
Eq. 5.27. This part of the PID procedure belongs to the analysis software.

Such a procedure takes naturally into account the fact that, owing to different event
and track selection, the PID depends on a particular kind of performed physics analysis. It
is capable of combining, in a common way, signals from detectors having quite different
shapes of the PID response functions (silicon, gas, time-of-flight, transition radiation and
Cherenkov detectors), and it is fully automatic. No interactive multidimensional graphical
cuts are involved.

5.4.6.3. Combined PID results. Let us define the efficiency of the PID as Ncorr/Ntrue and
the contamination as Nincorr/(Nincorr + Ncorr), where Ncorr is the number of correctly identified,
Nincorr the number of mis-identified particles, and Ntrue is the true number of particles of a
certain type in the PID procedure. These efficiencies and contaminations were estimated using
the ALICE simulation/reconstruction framework AliRoot [3] for central HIJING Pb–Pb

√
sNN

= 5.5 TeV events.
The results of identifying charged kaons using the ALICE ITS, TPC and the TOF as

stand-alone detectors (see Eq. 5.23) and the result for the combined PID (see Eq. (5.27))
are shown in Fig. 5.126. Only tracks reconstructed simultaneously in all the detectors were
selected for the analysis, and the set of a priori probabilities was Ce = 0, Cµ = 0, Cπ = 0.70,
CK = 0.15 and Cp = 0.15.

One can see from this picture that:

• The efficiency and the contamination of the combined PID are significantly weaker
functions of the momentum than in the case of a single-detector particle identification.

• The efficiency of the combined result is always higher (or equal) than in the case of any of
the detectors working stand-alone.

• The combined PID contamination is always lower (or equal) than the contaminations
obtained with the single-detector PID procedures.

The approach can easily include the PID information provided by the TRD. This will
improve the PID quality for all the particle types (by using the dE/dx measurements)
and, in particular, for the electrons (by using the additional transition radiation signal (see
Section 5.4.3)). The corresponding software is under development.

Because of the small geometrical acceptance and a high pt cut-off, the studies of the
HMPID performance in the context of the combined PID required special simulations. The
conditions for these simulations were as follows.

Two types of events were simulated: parametrized-HIJING events for the identification
of pions and kaons, and a ‘cocktail’ of seven protons (one per each HMPID module)
superimposed on parametrized-HIJING events. In both cases, 2000 events with 600 particles
in the geometrical acceptance of the HMPID (−0.5< η < 0.5 and 0◦ < ϕ < 60◦) were
generated. The magnetic field was 0.5 T.

The first obtained results are shown in Fig. 5.127. The particles were identified as
kaons or protons if the corresponding combined PID probability was higher than 85%. In
these calculations, the following set of a priori probabilities was used: Ce = 0.11,Cµ = 0.13,
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Figure 5.126. Single-detector efficiencies (solid line) and contaminations (points with error bars)
of the charged kaon identification with the ITS, TPC and TOF stand-alone and the combined
efficiency and contamination using all the detectors working together.
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Figure 5.127. The combined PID results for kaons (left) and protons (right) with and without
including the HMPID in the PID procedure. The solid-line histograms show the PID efficiency for
the combination ITS+TPC+TOF+HMPID, the corresponding contamination is demonstrated by
the filled histograms. For comparison, the dotted-line histograms show the PID efficiency for the
combination of ITS+TPC+TOF. The results were obtained in dedicated HMPID simulations (see
the text).

Cπ = 0.68,CK = 0.05, and Cp = 0.04. An improvement in the PID efficiency at high >
momentum can be seen, whereas there is no significant increase of the contamination.

Additional studies in this direction are currently under way.
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Since the results of the PID procedure explicitly depend on the choice of the a priori
probabilities Ci (and, in fact, this kind of dependence is unavoidable in any case), the question
of stability of the results with respect to the almost arbitrary choice of Ci becomes important.

Fortunately, there is always some momentum region where the single-detector response
functions for different particle types of at least one of the detectors do not significantly
overlap, and so the stability is guaranteed. The more detectors that enter the combined PID
procedure, the wider this momentum region becomes and the results are more stable.

Detailed simulations using the AliRoot framework show that results of the PID combined
over all the ALICE central detectors are, within a few per cent, stable with respect to variations
of Ci up to at least 3 GeV/c.

5.5. Neutral-particle identification

5.5.1. Photon spectrometer. The role of the PHOton Spectrometer (PHOS) in the ALICE
experiment is to detect and identify real photons and measure with high resolution their
4-momentum with the prospect of performing the physics programme exploiting direct
photons and light neutral mesons (π0 and η mesons mainly) as privileged probes. The
unique ability of the PHOS to measure and identify particles over a broad dynamic range in
transverse momentum will enable us to access key information on the soft and hard processes
occurring in pp, pA and AA collisions at LHC energies. Although the detection of photons is
straightforward, their unambiguous identification, among the abundantly produced particles,
constitutes a first challenge. A second one is the discrimination between direct and decay
photons, which are mixed in a ratio of about one to ten. To respond to these challenges the
PHOS has been designed to match the following requirements:

• high discrimination power between photons and any other kind of particle, charged and
neutral baryons, charged hadrons and electrons;

• high energy and position resolution and consequently a high mass resolution in the two-
photon invariant mass spectrum;

• geometrical acceptance sufficient to measure neutral mesons down to low transverse
momenta and to collect statistically-significant data for the rare high-momentum particles.

We shall first describe the characteristics of the PHOS which allow these criteria to be
met. We shall then discuss the various steps to simulate the PHOS response: hits from the
tracking algorithm are converted into digits which in turn are processed by the reconstruction
algorithm to produce reconstructed particles. The simulated intrinsic properties of the PHOS,
matched to data from in-beam measurements, are presented. We examine how the various
parameters are modified in the realistic environment of the ALICE experiment. Finally we
discuss identification methods for neutral mesons and direct photons.

5.5.1.1. Description. The photon spectrometer PHOS is optimized for the measurement,
with high energy and spatial resolution, of photons and of light neutral mesons (π0 and η)
through their two-photon decay. Particles will be efficiently identified over a wide dynamic
range, spanning the domain from a few hundreds of MeV/c up to several tens of GeV/c.
The PHOS, acting as a calorimeter, also gives access to global observables of interest for
event characterization, such as the electromagnetic transverse energy and multiplicity at mid-
rapidity. The PHOS is described in detail in Refs. [3, 82]. It consists of five modules, each
with an electromagnetic calorimeter composed of 64 (across the beam direction) by 56 (along
the beam direction) lead-tungstate PbWO4 scintillator crystals (EMC) [82], and a charged-
particle detector (multiwire proportional chambers with cathode pad readout) acting as a veto
(CPV) [82, 83].
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5.5.1.2. Simulation parameters. The exact geometry of PHOS is implemented in the AliRoot
simulation package. The energy deposition in the active materials is calculated by the tracking
algorithm (GEANT3) and is converted into digitized information comparable to real raw-data.

• The algorithm records at each step of the tracking a hit described by the deposited energy,
the position, the time and the primary particle which has generated the hit. The deposited
energy, Ed, is converted into a signal amplitude. The mean number of scintillation photons,
〈Nγ 〉, collected by the Avalanche Photo-Diod (APD) is calculated as〈

Nγ

〉
= Ed Ñγ εAPD exp(−Ad),

where Ñγ = 4.7 × 104 γ GeV−1 is the average number of scintillation photons per unit of
deposited energy, εAPD = 0.0266 is the APD photo-efficiency, A = 0.0045 is the attenuation
factor of scintillation photons and d is the distance of the hit to the APD. The amplitude,
A, of the APD signal is calculated from nγ , randomly selected according to a Poisson
distribution with mean value 〈Nγ 〉:

A= nγGAPDC,

where GAPD = 300 is the APD photo-electron gain factor and C = 0.13418/Ñγ a
calibration factor that converts photo-electrons into GeV. Since particles entering the
calorimeter develop an electromagnetic shower and thus a huge number of tracks and hits,
the PHOS algorithm stores only one hit per primary particle and per active volume. A PHOS
hit thus corresponds to the summed energy deposited by a given primary particle in a single
crystal and the time corresponds to the time at which the particle entered the volume: a
primary particle can generate several hits in different volumes and there can be several hits
in a single volume originating from different primary particles.
The energy Ed deposited by an ionizing particle in the active gas volume of CPV, is
proportional to the ionization charge Q collected around the nearest anode wire: Q = AEd.
The collected charge is expressed in arbitrary units, and for simplicity A is taken equal to 1.
When the track is inclined, several anode wires can collect a charge which is proportional
to the projection of the inclined track onto the CPV cathode plane. The charge distribution
on the cathode plane is calculated according to the electrostatic formula:

σ(x ′)=
Q

π

∞∑
i=0

(−1)i
2i + 1

x ′2 + (2i + 1)2
,

where x ′
= x/d, x is a distance from the charge on the cathode plane, d is the anode-to-

cathode distance and i is the pad number. This charge distribution function allows one to
calculate the charge induced in each pad. The CPV hits are calculated from this distribution.

• Summable digits are constructed as a copy of hits. For hits with a deposited energy below a
given threshold (Eprim

th = 1 MeV) the reference to the primary particle is omitted to reduce
the number of primary particles attached to the same digit.

• To construct digits, first a random Gaussian noise (with a mean value of 4 MeV equivalent
deposited energy for EMC and 0.01 units for CPV) is added to all active elements, whether
they have been hit or not. Summable digits in the same active volume are merged into a
single digit by summing the deposited energy. The time is calculated in a way that mimics
the function of a leading-edge discriminator with a rise of trise = 1 ns, an energy crossing-
threshold that defines the time zero, Ecross = 1 MeV and a time zero jitter, tjit = 0.5 ns. Only
EMC digits with an energy that surpasses a 12 MeV noise threshold, and CPV digits with
the charge above 0.09 units are recorded. The energies in EMC are digitized in 16 bit words
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(which corresponds to a gain of 1.5 GeV/channel and to an overflow at 90 GeV), and the
times in 12 bit words (gain 1 ps/channel). The charges in CPV are digitized in 12 bits words
(gain of 0.001 units/channel and overflow at 5 units).

5.5.1.3. Reconstruction algorithm. The reconstruction algorithm processes the EMC and
CPV digits in three steps: to produce reconstructed points, track segments, and reconstructed
particles. The first step is performed separately on EMC digits and CPV digits whereas the two
last steps combine the information collected by the two detectors. The particle identification
can take into account additional information from the global tracking in ALICE.

Clustering. The algorithm clusters neighbouring digits, taken from a list ordered according
to the digit location, to form reconstructed points. Two modules or cells are declared
neighbours if they have a common edge or a common corner. Any EMC digit with an energy
above a threshold selected above the energy deposited by minimum-ionizing particles is
considered as a seed of a new cluster. Clusters with several local maxima, due in general
to overlapping showers, are unfolded following the algorithm described in Ref. [82]. A local
maximum is defined as a digit in the cluster with an energy which differs from the energy
of surrounding digits by more than a value of E lm

th = 30 MeV. The fitting procedure takes
into account the measured electromagnetic-shower profile. Such clusters are split into a set
of reconstructed points with one local maximum, and the digit energy is shared in proportion
given by the fitting result.

The energy E and the position of the clusters in the (x, z) plane of the module reference
frame, are calculated, respectively, as the sum of the digit energies ei , and the centre of gravity
with a logarithmic weight:

s̄ =

∑
digits

siwi∑
digits

wi

, (5.28)

where s̄, either x̄ or z̄ , is the coordinate of the cluster centre-of-gravity, si , either xi or zi is
the coordinate of the digit and the sum extends over all digits forming the cluster. The weight
wi is defined by

wi = max
[
0, p + log

(ei

E

)]
, (5.29)

where ei is the digit energy and p is a parameter whose value has been empirically determined
(4.5 for EMC and 4.0 for CPV). Since the edges of the crystals in a module (except for the
central crystal) are not parallel to the momentum direction of particles emerging from the
interaction vertex, the centre of gravity of EMC clusters with the energy E is further corrected
for the incidence direction, (θ, ϕ), of the primary particle:

x ′
= x − (A + B log E) sinϕ , z′

= z − (A + B log E) cos θ , (5.30)

where the parameters A and B have been determined empirically from simulation (see Eq.
(5.35)), and the energy E is measured in GeV.

Clusters in EMC are characterized by the digit multiplicity (Fig. 5.128), which is a
function of the particle type, energy and selected digit threshold.

A few additional parameters that characterize the shape of the clusters are calculated:

• The lateral dispersion, d , in the (x, z) plane measured on the surface of EMC:

d =

∑
digits

wi
[
(xi − x)2 + (zi − z)2

]
∑

digits
wi

.
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Figure 5.128. Digit multiplicity of EMC clusters from simulated mono-energetic photons with
energies between 1 and 30 GeV. The error bars indicate the width (r.m.s.) of the multiplicity
distribution.

• The shape of the surface, intersection of the cone containing the shower with the front plane
of the calorimeter (Fig. 5.129). This surface can be expressed in terms of the covariance
matrix:

S =

(
sxx szx

sxz szz

)
, (5.31)

where

sxx =
〈
(x − x̄)2

〉
=

∑
digits

wi x2
i∑

digits
wi

−


∑

digits
wi xi∑

digits
wi


2

,

sxz = 〈(x − x̄)(z − z̄)〉 =

∑
digits

wi xi zi∑
digits

wi
−

∑
digits

wi xi ×
∑

digits
wi zi( ∑

digits
wi
)2 ,

and corresponding definitions for szz, szx . Here 〈 〉 denotes averaging with logarithmic
weights wi (Eq. (5.29)), x̄ and z̄ are the centre of gravity of the cluster (Eq. (5.28)), (xi , zi )

are the positions of a crystal i belonging to the cluster. Diagonalization of this covariance
matrix defines the main axes of the shower surface, λ1 and λ2, as the square root of the
eigen vectors of the covariance matrix.

• The sphericity parameter defined from the major axes λ1 and λ2:

S =
|λ1 − λ2|

λ1 + λ2
.
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Figure 5.130. Digit multiplicity and cluster extension Nx and Nz along the x and z directions of
the CPV cluster generated by a single charged track.

• The largest fraction of the cluster energy deposited in a single crystal.
• The core energy corresponds to the summed energy of digits within a given radius (Rcore = 3

cm) around the largest digit. From the experimentally established shower profile, the
fraction of energy deposited by an electromagnetic shower beyond this distance is less than
2%. The core energy is thus less subject to fluctuations because of background which might
contribute to the cluster or because of overlapping showers.

• The time of the cluster is selected as the shortest time among the digits making the cluster.

The CPV cluster is characterized by the digit multiplicity induced by a single track, and
by its extension Nx and Nz , in units of a cell, along the x and z directions in the detector
reference system. These values (Fig. 5.130) were measured experimentally during in-beam
tests [83], and the reconstruction procedure was tuned to coincide with the experimental data.
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Figure 5.131. Event display in one EMC module demonstrating the simulation, digitization and
the reconstruction algorithm.

Construction of track segments. A track segment in PHOS is made up by at most two
reconstructed points, one in CPV and one in EMC. First the algorithm searches for all
possible pairs that are distant by less than a given distance (d link

th = 10 cm). For a given EMC
reconstructed point, the associated track segment is defined either as the pair including the
considered EMC reconstructed point and the closest CPV reconstructed point among all
possible pairs, or the EMC reconstructed points alone. A CPV reconstructed point can be
used only once in a track segment.

Particle identification. Every track segment constitutes the seed of a reconstructed particle.
Its energy is taken as the energy of the EMC reconstructed point and its momentum is
taken either by the direction passing through the EMC reconstructed point and the CPV
reconstructed point or the direction passing through the EMC reconstructed point and the
interaction vertex, depending on the number of reconstructed points that constitute the
track segment. The particle type is determined following the measured parameters which
characterize the track segment. Three criteria are used to identify particles: (i) the Time
of Flight (time elapsed between the time of the interaction and the impact of the particle
on the calorimeter); (i i) the charged particle rejection with the CPV and EMC; and (i i i)
the shape of the shower that develops the particle in the calorimeter. The details on the
particle identification and several identification methods will be discussed in Sections 5.5.1.8
to 5.5.1.11.

The simulation, digitization and reconstruction algorithm is demonstrated in Fig. 5.131.
It shows the event display in one EMC module represented in the module local coordinate
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Table 5.14. Parameters of the function f (pt) of Eq. (5.32) which fits the acceptance vs. pt for
photons, π0

− and η-mesons.

Accept. vs. pt p0 p1 p2 p3

γ (pt100 GeV/c) 0.0694±0.0002
π0 (pt10 GeV/c) 0.042±0.002 0.0013±0.0003 0.55±0.07 1.25±0.16
π0 (pt100 GeV/c) 0.064±0.002 0.000012±0.000027 −14±6 12±4
η (pt10 GeV/c) 0.002±0.002 0.00131±0.00015 0.75±0.07 2.3±0.9
η (pt100 GeV/c) 0.0196±0.0007 0.000052±0.000010 2.2±0.8 86.0±9.0

Table 5.15. Parameters of the function g(y) of Eq. (5.33) which fits the acceptance vs. y for
photons, π0

− and η-mesons.

Accept. vs. y q0 q1

γ (pt100 GeV/c) 0.2451 ± 0.0009
π0 (pt10 GeV/c) 0.1801 ± 0.0011 393.0 ± 13.0
π0 (pt100 GeV/c) 0.2324 ± 0.0013 57.0 ± 17.0
η (pt10 GeV/c) 0.0348 ± 0.0005 146.0 ± 4.0
η (pt100 GeV/c) 0.0828 ± 0.0008 86.0 ± 9.0

system. The generated event (upper left) contains five photons with energy between 1
and 10 GeV. The corresponding summable digits (upper right), digits (lower left) and
the reconstructed particles (lower right) are calculated with the PHOS-AliRoot simulation
algorithm as explained above.

5.5.1.4. Acceptance. The photon acceptance is defined as a probability that a photon,
radiated from the interaction point within rapidity interval |y|< 0.5 and azimuth angle
0< ϕ < 2π , hits PHOS. The PHOS acceptance for photons depends neither on their
transverse momentum nor on their rapidity, the acceptance being about 0.7 and 0.25,
respectively. The acceptance for π0- and η-mesons detected in the γ γ decay channel is
defined as a probability that both decay photons hit PHOS when the mesons are radiated from
the interaction point within rapidity interval |y|< 0.5 and azimuth angle 0< ϕ < 2π . This
acceptance is small at low pt owing to the wide opening angle between the decay photons.
For pt < 2 GeV/c, the acceptance as a function of pt is smaller than 0.03 for π0 and 10−3 for
η. There is an increase of the acceptance with increasing transverse momentum which reflects
the narrowing of the relative angle between the decay photons. The acceptance saturates for
π0 at pt > 20 GeV/c (acceptance about 0.06). For η-mesons the acceptance does not reach its
maximum value even at 100 GeV/c (acceptance about 0.024 for pt = 100 GeV/c).

The dependences of the acceptance on pt and y in the range −0.13< y < 0.13 can be
fitted by the parametric functions:

f (pt)= (p0 + p1 pt) exp

(
−

pt − p2

p3

)
, (5.32)

g(y)= q0 − q1 y4, (5.33)

with the parameters pi listed in Tables 5.14 and 5.15.
The PHOS installation schedule foresees the possibility to install the detector gradually;

for the first ALICE run only one module will be installed with the number of modules
increasing by one in the following runs. According to this schedule, the acceptance of the
PHOS detector with 1, 2 and 3 modules was studied compared to all the 5 modules.
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Acceptance of such reduced PHOS geometry to single photons is simply proportional to
the number of modules. The same effect is expected for high-pt π

0-mesons. Neutral mesons
at lower pt will be more affected by the reduced geometry, and the optimization of the relative
modules position is needed in this case. Adjacent module installation as well as installation
with gaps between modules were studied. More reduction of the π0-acceptance in the PHOS
geometry with gaps between the module is observed for pt < 3 GeV/c. For η-mesons in the
γ γ -decay mode, there is a more profound suppression for the module installation with gaps
between them at low pt up to 15 GeV/c. In conclusion, in the case of reduced PHOS geometry
in the first ALICE runs, all available modules should be installed adjacently to avoid the
acceptance loss.

5.5.1.5. Intrinsic performances. We shall now discuss the response functions of the EMC
and CPV subdetectors of the PHOS.

EMC performance

Response to electromagnetic particles. The parameters that describe the response of the
EMC spectrometer and play the most important role for photon identification are the energy,
the position, and the time-of-flight resolutions. The energy resolution depends on the ability of
the spectrometer to collect most of the energy in the electromagnetic shower, the scintillation
efficiency and the light transport through the crystal, the APD photo efficiency, and photo-
electron gain-factor. The position resolution depends on the segmentation of the spectrometer
and on the energy resolution of the individual EMC crystals.

Energy resolution. The parameters of the simulation were tuned to match the calculated
response function to measurements performed with electron beams of energy ranging from
0.6 to 4.5 GeV. The central module of an array of 3 × 3 crystals was irradiated. The energy
resolution was determined from the total energy E collected in the array. The resulting
resolution σ/E was compared to that obtained by the simulation performed in exactly
the same conditions as the experiment. The following parametrization was adjusted to the
experimental resolution:

σ

E
=

√
a2

E2
+

b2

E
+ c2 , (5.34)

where E is in units of GeV, a represents the contribution of the electronic noise, b the
stochastic term, and c the constant term. The values of the three parameters a, b and c
are determined by the simulation parameters (Section 5.5.1.2), while the stochastic term b
depends also on the clustering algorithm parameters (Section 5.5.1.3). The fitted values of
these parameters are summarized in Table 5.16. The experimental energy resolution of a 3 × 3
PbWO4 array for electrons of energy between 0.6 GeV and 120 GeV is compared in Fig. 5.132
with the simulated resolution for photons.

Switching from the static clustering, i.e., summing the energy deposited in the 3 × 3 array,
to the dynamic clustering as in the reconstruction algorithm (see Section 5.5.1.3), the resulting
resolution is slightly improved (see Table 5.16) through a lower value of the stochastic
term.

The response (Fig. 5.133) to mono-energetic photons, with energies ranging from 0.6
to 100 GeV, impinging on the centre of a PHOS block indicate that, for photon energies
larger than 10 GeV, on average close to 94% of the photon energy is contained in the cluster
found by the reconstruction algorithm. The parameters of the function which describes the
energy resolution are reported in Table 5.16. At high photon energies (larger than 10 GeV) the
constant term dominates and the resolution remains almost constant and equal to 1.3%.
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Table 5.16. Parameters obtained by adjusting Eq. (5.34) to the resolution of the measured energy
collected in a 3 × 3 array of EMC crystals upon the impact of mono-energetic electrons (0.6 to
4.5 GeV) and of the calculated energy from simulations of mono-energetic photons (0.6 to 10 GeV
or 0.6 to 100 GeV) performed in identical conditions. In the static reconstruction the energy is
collected in the 3 × 3 array of neighbouring detector whereas in the dynamic reconstruction the
standard clustering method is applied.

a (GeV) b (GeV1/2) c

Electron beam 0.022 0.028 0.013
Static reconstruction 0.014 ± 0.03 0.0365 ± 0.0012 0.0067 ± 0.0010
Dynamic reconstruction 0.017 ± 0.002 0.0334 ± 0.0013 0.0071 ± 0.0010
(0.6–10 GeV)
Simulation dynamic 0.0255 ± 0.0011 0.0272 ± 0.0010 0.01290 ± 0.00017
(0.6–100 GeV)
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Figure 5.132. Energy resolution of a 3 × 3 PbWO4 array measured in response to mono-energetic
electrons (N) or calculated with simulations of mono-energetic photons (•). The continuous line
represents the result of the fit of Eq. (5.34) to the experimental data.

We conclude from this study that photons can be measured in good conditions up to
energies of the order of 100 GeV where the yield (estimated by considering the LHC running
conditions and expected cross-sections extrapolated from systematics [84]) will reach the limit
of statistical significance.

Position resolution. The impact position on PHOS, transverse (x) and longitudinal (z) to the
beam direction, is reconstructed, as described in Section 5.5.1.3, by calculating the position
of the centre of gravity of the reconstructed cluster. This position is further corrected for
the incidence direction of the impinging photon according to Eq. (5.30). The test beam
measurements were extended to verify the incidence on the position resolution by tilting the
array of EMC modules by α = 0, 3, 6 and 9◦.

Before applying the position correction (5.30), the shift of the reconstructed point with
respect to the photon impact onto the EMC surface is simulated for several incidence angles
and for several photon energies. Figure 5.134 shows the difference between the reconstructed
point (xrec) and the impact coordinate (xin) versus the sine of the incidence angle for various
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Figure 5.134. Difference between the reconstructed point position (xrec) and the impact
coordinate (xin) on a PHOS module versus the sinα for incidence angle α = 0, 3, 6, 9◦ and for
the photon energies 1, 3, 10 and 50 GeV.

photon energies. The linear dependence with sinα of the shift xrec − xin is parametrized as

xrec − xin = teff sinα ,

where teff is the effective maximum depth at which the shower develops in the crystal for
inclined photon tracks. Its energy dependence (Fig. 5.135) has been studied for photon
energies from 1 to 50 GeV and is described by the function

teff = A + B log E ,

where the photon energy E is measured in GeV and parameters A and B are equal to

A = 7.02 ± 0.04 , B = 0.75 ± 0.01 . (5.35)
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Figure 5.136. Position resolution versus the photon energy for the incidence angles on a PHOS
module α = 0, 3, 6 and 9◦ and the average for all possible incidences in the ALICE layout.

The position of the reconstructed points is corrected for this effect according to
Eq. (5.30).

The width of the xrec − xin distribution defines the spatial resolution. It was studied
(Fig. 5.136) for several incidence angles and photon energies. The better position-resolution
obtained when the photon energy increases is mostly the consequence of the increasing digit
multiplicity and thus a more accurate determination of the centre of gravity. The position-
resolution strongly depends on the incidence angle.
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Table 5.17. Parameters Ax and Bx of Eq. (5.36) for the incidence angles α = 0, 3, 6 and 9◦ as
well as for all possible incidence angles.

α (degree) Ax (cm) Bx (cm GeV1/2)

0◦ 0.032 0.264
3◦ 0.070 0.231
6◦ 0.147 0.170
9◦ 0.198 0.155
all angles 0.096 0.229

The function

σx,z =

√
A2

x,z +
B2

x,z

E
(5.36)

was adjusted to the experimentally measured position-resolution of electrons. These results
were then compared to simulations where photons from the interaction vertex illuminate
entirely a PHOS module, i.e., make an incidence angle with the direction perpendicular to the
surface of the EMC modules continuously distributed between 0 and 8.75◦. The resolution
calculated from the simulated data compares with the experimental results and is intermediate
between the values obtained for 0◦ and 13◦ incidence angle. The parameters obtained by fitting
Eq. (5.36) to the position resolution obtained for photons between 1 and 50 GeV (Fig. 5.136)
for different incidence angles are reported in Table 5.17.

Time of flight. Currently, there exists no measurement of the time of flight (TOF) and we
base our study exclusively on simulations. The resolution of TOF depends on the jitter in the
time pick-up for the start (the trigger) and the stop signal (the time from the EMC crystal).
In our simulations, we have neglected the jitter on the start time. With the guess made on the
timing parameters, a resolution of 500 ps can be achieved. This value compares well with, for
example, the one achieved with the PHENIX calorimeter [85].

The TOF resolution required to discriminate photons (and electrons) from massive
particles can be deduced from Fig. 5.137.

Applying the TOF criterion to identify photons will mainly reject the heaviest particles
with an efficiency depending on the final TOF resolution. This is illustrated by the spectra of
identified photons (Fig. 5.138) with the changing neutron and anti-neutron contamination as
the TOF resolution changes.

Response to hadrons. Hadrons produced at LHC energies enter PHOS with minimum-
ionizing energies. They therefore deposit in the EMC a constant energy that depends only on
the amount of traversed material. The average value of the energy deposited in a single EMC
module has been estimated from GEANT3 simulations of charged pions, with energy between
0.5 and 10 GeV, emitted from the ALICE vertex, and irradiating one EMC module. It is found
equal to 227 ± 3 GeV. However, a fraction (51% of the hadrons deposit an energy larger than
350 MeV) of the hadrons trigger a shower inside the calorimeter, through hadron–nucleus
interactions.

With antiprotons and antineutrons, the situation is particular, since these particles
annihilate inside the crystals and may deposit more energy than protons and neutrons.
The annihilation of antinucleons produces most likely charged pions, we do not expect
that antinucleons deposit the 2 GeV corresponding to the mass of the two annihilated
baryons. Moreover, since antinucleons travel a given distance before annihilating (the nuclear
interaction length in PbWO4 is 19.5 cm), the impact position obtained from the clustering
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Figure 5.138. Spectra of photons (H), neutrons (� ) and anti-neutrons (� ) generated by
central Pb–Pb HIJING [67] events, identified as low-purity photons by the TOF criterion (see
Section 5.5.1.8) for time resolutions of 1 and 2 ns.

algorithm for oblique tracks is different from the true impact position. This effect deteriorates
the identification of antiprotons by correlating hits in the CPV and EMC.

The response of PHOS to hadrons depends on several factors like the hadron type and
energy and the detector occupancy by other particles. The spectrum of primary hadrons
can be obtained by unfolding the spectrum of reconstructed hadrons with the help of the
reconstructed energy Erec versus the primary energy Eprim, however, this unfolding has not
been done yet.
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Figure 5.139. Energy resolution (left) and fraction of energy contained in the cluster (right) found
by the reconstruction algorithm for simulated mono-energetic photons impinging on the centre of
a PHOS block and embedded in a central heavy-ion collision environment with charged particle
density at mid-rapidity of 8000. The dashed curves represent the values obtained for photons in a
particle-free environment (Figs. 5.132 and 5.133). Solid lines on the left and right figures are a fit
to the points by Eq. (5.34) and equation p0/E + p1/

√
E + p2, respectively.

CPV performance

Response to ionizing particles. The CPV detector is sensitive to any particle which triggers
an ionization process in the CPV gas volume. Therefore it will detect charged particles with
almost any momentum. The only parameter which defines the response of the CPV is the
position resolution of the charged track passing through the detector.

Position resolution. The impact position on CPV is reconstructed directly as the centre
of gravity of the cluster made of neighbouring pads with non-zero deposited energy. In-
beam tests were carried out at the CERN PS accelerator with beams of different charged
particles (electrons, hadrons, muons) in the momentum range 1–5 GeV/c [83]. To measure
the position resolution experimentally, a gas strip-detector (GSP) with position resolution of
60µm was used as a reference detector. The effective spatial resolution of CPV was measured
as σx = 0.138 cm (across the wires) and σz = 0.154 cm (along the wires). AliRoot simulations
reproduce the coordinate resolution of the CPV.

5.5.1.6. Modifications in the colliding heavy-ion environment. In the high-particle-
multiplicity environment created in ALICE by heavy-ion collisions, the intrinsic
performances, energy and position resolution of EMC will deteriorate. By how much the
performances will degrade depends obviously on the occupation of EMC; the larger the
occupancy the more probable the overlapping of an electromagnetic shower and a charged
particle impact, or hadronic shower. This effect has been studied by embedding mono-
energetic photons in a central heavy-ion collision event. The central event was generated using
the parametrized HIJING [67] and setting the particle density at central rapidity equal to 8000.
The change in energy resolution and in the fraction of reconstructed energy are displayed
in Fig. 5.139. Because of shower overlapping, the energy resolution is noticeably degraded,
the effect being the largest for low-energy photons. The new parameters fitting the energy
resolution dependence with the photon energy (Eq. (5.34)) are as follows (cf. Table 5.16):
a = 0.00(6) GeV, b = 0.0593(12)GeV1/2 and c = 0.0136(2).
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Figure 5.140. Radiation length of all material in front of PHOS vs. polar angle θ for ‘holes’
configuration (left) and for ‘no holes’ (right) configurations.

5.5.1.7. Modifications due to the ALICE environment. The previously discussed
performances will be modified when PHOS is incorporated in the ALICE experiment. Several
effects will contribute to performance degradation, e.g. conversion and scattering of photons
in the material between the interaction point and PHOS and particles not originating from the
vertex. The above simulations have been repeated to study the impact on the energy resolution
of material in front of PHOS [86]. Writing the change in the resolution with and without
material as

σw
E

σwo
E

= 1 + d ,

we find that the degradation d approximately scales with two times the interaction probability:
d ∼ 2PI, with the following relations linking interaction probability and the material
thickness, X :

Pγ

I = 1 − exp(−7X/9X0) for photons,

Pe
I = 1 − exp(−X/X0) for electrons.

The material budget in front of PHOS in terms of radiation length X has been studied for
two ALICE geometry options. In one geometry only ITS and TPC detectors are installed
between the interaction point and PHOS while in other central detectors TOF and TRD
there are holes in the aperture of PHOS (so called ‘holes’ geometry). Another geometry
configuration has no holes in TOF and TRD (referred to as ‘no holes’ geometry). The radiation
length distribution of the material in front of PHOS versus the polar angle θ for these two
geometries are shown in Fig. 5.140. In the case of ‘holes’ geometry the average radiation
length in front of PHOS is equal to 0.2X0 except a high peak at θ = 90◦ because of the TPC
central electrode. With TOF and TRD installed in front of PHOS, the average radiation length
increases by a factor 2.5 and becomes 0.5X0 with several peaks up to 0.7X0 due to internal
structures of TOF and TRD. Such high values will degrade the energy resolution so badly
that the accuracy with which the spectrometer measures neutral mesons will be reduced by a
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Figure 5.141. Distributions of all reconstructed particle numbers (left) and of reconstructed
photons (right) in PHOS in central Pb–Pb collisions for ‘holes’ and ‘no holes’ configurations.

factor of 4 [87]. Installation of TOF and TRD in the PHOS aperture also increases the nuclear
absorption length by a factor of 3, from about 0.05λI to 0.14λI .

Installation of extra material between the interaction point and PHOS by covering
the PHOS aperture by TOF and TRD deteriorates the PHOS capability to reconstruct and
identify particles. The distributions of reconstructed particle multiplicity in PHOS in the
most central Pb–Pb collisions (b < 2 fm) calculated for ‘holes’ and ‘no holes’ geometries
(Fig. 5.141) indicate that the average number of all reconstructed particles in PHOS (left
plot) is reduced due to TOF and TRD from 109 to 94 particles per event, and the average
number of reconstructed and identified photons (right plot) is reduced from 51 to 45, i.e.
‘no holes’ detector configuration leads to 12% loss of particles in PHOS. Dependence of the
reconstructed photon and π0 spectra on transverse momentum in the central Pb–Pb collisions
is shown in Figs. 5.142 and 5.143, respectively. The left plots of these figures show the pt-
spectra of reconstructed photons and π0-mesons, and the right plots show the ratios of the
reconstructed spectra with the ‘no holes’ configuration to the spectra with ‘holes’. From the
ratios of spectra one sees that the loss of photons at pt > 1 GeV/c is about 20%, and the loss
of π0’s is about 40% in the ‘no holes’ configuration.

5.5.1.8. Particle identification. In this subsection, the details of the particle identification
in PHOS are discussed. Photons are identified according to three quality classes, defined
with respect to efficiency and purity. The efficiency is defined as the ratio of the number
of reconstructed particles identified as photons to the number of primary (generated) photons.
The purity is defined as the ratio of the number of reconstructed particles identified as photons,
which are indeed produced by photons, to the total number of reconstructed particles identified
as photons. The following criteria are used for particle identification: time of flight, CPV and
EMC identification of charged particles, and shower shape analysis.

Charged particle identification with the CPV. Showers in EMC can be initiated by photons
as well as by charged particles. Electromagnetic charged particles (electrons and positrons)
will produce electromagnetic showers in the calorimeter, while charged hadrons can produce
hadronic showers or minimal-ionizing signals. The CPV capability to identify showers
produced by charged particles can be determined by matching the positions of CPV and EMC
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‘holes’ and ‘no holes’ configurations. Right: Ratio of the reconstructed photon spectrum in the ‘no
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‘holes’ and ‘no holes’ configurations. Right: Ratio of the reconstructed π0 spectrum in the ‘no
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reconstructed points. The width of the distributions of the relative distance, measured within
the ALICE environment, is about 1 cm, and it is larger for pions.

We use this criterion to identify charged particles in the ALICE environment and obtain
the relevant efficiencies (Fig. 5.144). The probability to misidentify photons as charged
particles is about 10% over the whole energy range and results from the photon conversion into
e+e− pairs in the material budget in front of PHOS. The probability of electron identification
as charged particles is only about 90% because of losses due to bremsstrahlung in the material.
The probability of charged pion identification as charged particles is less than that for electrons
because pions that deposit the minimum-ionizing energy are not recorded by EMC.

In the reality, the situation will be different for electromagnetic particles, which deposit
essentially all their energy in EMC, and hadrons, which deposit only a small fraction.
Therefore what counts for hadrons is the dependence of the CPV–EMC distance rms σ on
the reconstructed energy (Fig. 5.145). This dependence in the two directions x and z can be
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Figure 5.144. Probability to accept the EMC reconstructed impact point as a charged particle
versus the incident particle energy for photons (•), electrons (�) and charged pions (N).

described by the function

σ = a + exp(b − Ec), (5.37)

where σ is measured in cm, the reconstructed energy E is expressed in GeV and the
parameters a, b and c are equal to:

axis a (cm) b c (GeV−1)

x 0.64 0.44 0.30
z 0.54 0.14 0.42

The identification is performed using three criteria depending on the purity quality one
aims to achieve. Three definitions of a neutral particle purity are introduced in the particle
identification in PHOS: low, medium, and high purity which identify a neutral particle if there
is no matching reconstructed point in CPV within a rectangular defined by 1, 2, and 3 standard
deviations, respectively. Formally the condition for a neutral particle selection is expressed by
the following inequalities:

|xEMC − xCPV|> κσ(1x), |zEMC − zCPV|> κσ(1z), κ = 1, 2, 3,

where the factor κ defines the purity: low, medium, and high, respectively.



ALICE: Physics Performance Report, Volume II 1453

E (GeV)
0 1 2 3 4 5 6

 x
] 

(c
m

)
∆[σ

0.6

0.8

1

1.2

1.4

1.6

1.8

2

E (GeV)
0 1 2 3 4 5 6

 z
] 

(c
m

)
∆[σ

0.6

0.8

1

1.2

1.4

1.6

1.8

2

Figure 5.145 Standard deviation of the distance between the reconstructed impact points in the
CPV and EMC along the x-axis and z-axis (along the beam) for charged pions produced with a
uniformly distributed energy from 0 to 100 GeV vs. the reconstructed energy. The lower points
between 0 and 1 GeV correspond to minimum-ionizing particles which have larger energy and
therefore smaller widths.

Time of flight. A reconstructed particle is qualified as photon-like if its time of flight is
consistent with that of a photon, i.e. 15.3 ns. Two qualities of photon-like particles are
considered, high purity (TOF < 16.5 ns) and low purity (TOF < 17.0 ns).

Shower shape analysis in the PCA approach. The shower generated in the calorimeter is
characterized by the following seven parameters, already defined in Section 5.5.1.3: lateral
dispersion, two ellipse axes, sphericity parameter, core energy, largest fraction of energy
deposited in a single crystal; and digit multiplicity of the shower. Ideally one could define
selection criteria on this multidimensional surface, but that would be a tedious task with
no guarantee of finding the absolute minimum. A set of seven statistically independent
parameters, referred to as the principal components, can be obtained by diagonalizing the
covariance matrix of the original seven parameters. Thus showers produced by different kinds
of particles, can be recognized in the space of the principal components within an approach
known as the Principal Component Analysis (PCA) [88]. The two most significant principal
components, i.e. the two components which correspond to the largest eigen values of the
covariance matrix, were used to identify showers (Fig. 5.146) in the two-dimensional space
spanned over these two principal components.

Variable contours depending on the EMC cluster energy and on the particle identification
quality one desires to achieve, have been defined. Particles inside this contour are tagged as
photons, and those outside as any other particle. These two-dimensional distributions were
fitted by a two-dimensional Gaussian function

f (p0, p1)= exp[−R(p0, p1)],

R(p0, p1)=

(
p0 − x0

a

)2

+

(
p1 − x1

b

)2

+ C
(p0 − x0)(p1 − x1)

ab
,

(5.38)

where the parameters a, b, c, x0 and x1 depend on the reconstructed energy. The evolution
of these parameters with energy is shown in Ref. [89]. Three classes of photon purity κ
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Figure 5.146 First and second components from the principal component analysis. The analysis
was performed for single-particle events of photons (right-hand side), charged pions, charged
kaons, protons, antiprotons, neutrons and antineutrons (left-hand side plot). Their transverse
momentum was uniformly distributed between 0.5 and 100 GeV/c. The particles pointed in PHOS
acceptance. The contour on the figure corresponds to the photon identification cut with high
efficiency (95%) and low purity (79%).

are defined: high, medium, and low purities which correspond to the reconstructed particles
occupying the areas in the (p0, p1) space defined by the argument R of Eq. (5.38):

R(p0, p1) < κ/2

with κ = 1, 4, 9, respectively, defining 1, 2, and 3 standard deviations from the shower centre
in the (p0, p1) space.

Particle-identification probabilities

Single photons. The identification probability (Fig. 5.147) was calculated for photons
generated with a uniform energy distribution from 0.5 to 120 GeV, with two different intervals,
0.5 to 10 GeV and 0.5 to 120 GeV, and tracked inside the ALICE set-up. It is defined as
the ratio between the spectrum of the reconstructed particles identified as photons and the
spectrum of all reconstructed particles. The three identification criteria (CPV, TOF and PCA)
were applied simultaneously and the probability for the three purity classes was obtained.

Photons in the heavy-ion environment. The high occupancy of PHOS in heavy-ion collisions
induces a significant number of overlapping showers. In central HIJING Pb–Pb collisions
(b < 2 fm), about one third of the EMC reconstructed points are associated to more than
one primary particle, as observed in Fig. 5.148. To avoid identification ambiguities in the
simulations, we have assigned to each reconstructed point the primary particle that contributes
with the largest fraction of energy to it. We studied two centralities, b < 2 fm and b < 5 fm
(dNch/dη ≈ 6000 and 3500 charged particles per pseudorapidity unit, respectively).

Low-energy photons in the heavy-ion environment. The probability for the three purity
classes is calculated combining the three criteria (TOF, CPV, and PCA). They are taken sepa-
rately first and then combined. To evaluate the contamination of the identified photon spectrum
we consider charged pions, protons, neutrons, and their antiparticles. We summarize the main
results when we apply the identification criteria separately (more details in Ref. [89]):

The identification probability by TOF indicates that TOF measurements alone cannot
discriminate photons from nucleons for reconstructed energies larger than 1.5 GeV. This
threshold is higher for anti-nucleons because they deposit additional energy through their
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Figure 5.147 Photon-identification probability for soft, 0.5 to 10 GeV, (left) and hard, 0.5 to
100 GeV, (right) photons plotted as a function of the energy of the reconstructed particle. The
probability is represented for three purity classes.
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Figure 5.148 Number of primary particles associated with one reconstructed particle in HIJING
events.

annihilation. Charged π -mesons cannot be discriminated from photons for energies higher
than 0.5 GeV.

Charged particles are efficiently discriminated by the CPV criterion from neutral particles
for reconstructed energies higher than 1 GeV. Soft hadrons are significantly deflected by the
magnetic field so that the distance of their impact point in CPV and EMC is sufficiently large
to produce their misidentification as photons. We observe that neutral particle identification
probabilities are well below 100% (between 90 and 50% depending on the purity class and
centrality of the collision). This is due to a mismatch in the tracking between the CPV and the
EMC produced by the HIC environment. This effect increases with the particle multiplicity of
the event; for b < 2 fm the probability of misidentifying neutral particles is about 10% worse
than for b < 5 fm.

The PCA identification criterion is efficient for reconstructed energies E > 1 GeV,
although a strong dependence of the identification probability with the particle multiplicity
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Figure 5.149 Probability of identifying a particle as a photon with high (M), medium (•) and low
(�) purity level by the TOF, CPV, and PCA criteria as a function of the reconstructed energy for
γ , n, n̄, p, p̄ and π± generated by HIJING simulations for Pb–Pb collisions at 5.5A TeV and b < 5
fm.

is observed. Hadrons are misidentified as photons with a high probability for reconstructed
energies lower than 0.5 GeV, but for higher energies the probability is small. The comparison
of the identification probabilities for each of the three identification criteria alone allows us
to conclude that for energies E < 1 GeV the TOF criterion is the most efficient. The CPV
criterion rejects charged hadrons for E > 1 GeV, while the PCA criterion rejects charged and
neutral hadrons for E > 1 GeV.

In Fig. 5.149 the results for the three identification criteria combined are plotted for
centralities of b < 5 fm, for b < 2 fm the photon identification probability descends 10% and
hadron misidentification probability increases by 10%.

We observe that the probability of identifying photons has a maximum at low energies
and then decreases reaching a minimum at about 1.5 GeV. If this probability is compared to
the probability obtained by merging photons of energy uniformly distributed with HIJING
events, shown in Fig. 5.150 left, we see that these probabilities are quite different. This
difference is due, on one hand, to the shape of the photon spectrum in HIJING events which
is exponential and on the other hand, to the overlapping clusters produced in HIJING events.
In these figures, we observe a maximum of the identification probability at low energies and
a decrease with energy which is more pronounced for HIJING events. This decrease is due to
the overlapping of showers of different particles which produces reconstructed particles with
higher energy than the original particle, and photons identified as hadrons. Consequently, the
probability denominator, which is the number of clusters generated by photons, is enhanced
at higher energies. In the case of single HIJING events, the probability decreases with the
energy even faster owing to the exponential shape of the HIJING photon spectrum. This
effect is smaller and saturates for uniform energy photon distributions. On the other hand,
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Figure 5.150 Probability of identifying photons generated with energy uniformly distributed from
0 to 5 GeV (left) and from 0.5 to 120 GeV (right), and merged with HIJING events as a function
of the reconstructed energy with high (M), medium (•) and low (�) purity level, for TOF, CPV and
PCA criteria simultaneously required. Results for impact parameter b < 5 fm are shown.

if the photon spectrum is exponential, there are comparatively fewer high-energy photons and
an abrupt drop of the probability takes place.

The purity P of the identified photons is defined as the ratio of the number of
reconstructed particles actually generated by photons and the total number of particles
identified as photons. Similarly, the hadron contamination C is defined as the ratio of the
number of reconstructed particles identified as photons but generated by hadrons and the total
number of particles identified as photons (C = 1− P). About 97–99% of all the particles
identified as photons are indeed photons. The contamination of photons is displayed in
Fig. 5.151.

High-energy photons in the heavy-ion environment. The identification of high-energy
photons in a HIC environment was studied with built-up test cases, simulated by mixing
single hard photons of energy generated by a uniform distribution between 0.5 to 120 GeV
with central Pb–Pb HIJING events (b < 2 fm and b < 5 fm). The identification probabilities of
hard photons for heavy-ion collisions are plotted in Fig. 5.150 (right) for b < 5 fm. For b < 2
fm, the probability descends 10–20%. The hard photon identification probability decreases by
10% compared with the single-particle case due essentially to the failure of the CPV criterion.

5.5.1.9. π0 detection in PHOS

Invariant-mass analysis of single π0’s. Neutral mesons are identified by measuring in PHOS
the two decaying photons and by applying the invariant-mass analysis. The average mass
resolution at the π0 mass (Fig. 5.152) in PHOS is 3–6 MeV/c2 depending on the π0 energy.
The probability (Fig. 5.153) to reconstruct π0’s by invariant-mass analysis, i.e. to distinguish
the two decay photons and measure their invariant mass, was evaluated from π0’s generated
with a uniform energy distribution between 0 and 100 GeV and oriented toward PHOS so that
both decay photons enter into the PHOS acceptance.
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Figure 5.151 Hadron contamination of the spectrum of reconstructed particles identified as
photons in HIJING events for b < 5 fm (left) and b < 2 fm (right), with high (M), medium (•)
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Figure 5.152 Invariant-mass resolution calculated for π0’s of energy uniformly distributed
between 0.5 and 100 GeV.

The reconstruction probability was studied for different gradual selections:

• without any selections (denoted as a bare efficiency);
• after applying a fiducial-volume cut, i.e. taking into account only those photons which are

located at least 2 cells apart from the EMC edge;
• after applying a cut on two-photon invariant mass |Mγ γ − Mπ0 |< 2σMγ γ

;
• after the asymmetry cut on the photon energies E1 and E2: A = |E1 − E2|/(E1 + E2) < 0.8;
• and, finally, after the photon identification with low, medium, and high purities.

We conclude that the π0 spectrum can be measured in PHOS with a fairly good efficiency
up to π0 transverse momentum pt < 30 GeV/c. Beyond this momentum value, the efficiency
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Figure 5.154 Energy asymmetry parameter A calculated for all reconstructed pairs generated in
HIJING events and with transverse momenta 0< pt < 1 GeV/c, 3t < p < 4 GeV/c and 9< pt <

10 GeV/c.

drops steeply and it vanishes above pt = 50 GeV/c. This decrease is explained by the fact
that the two decay photons merge into a single reconstructed point which cannot be unfolded
anymore.

Invariant-mass analysis of π0’s in the heavy-ion environment. The high π0 multiplicity in a
heavy-ion environment generates a combinatorial background in the invariant-mass spectrum
constructed by combining by pairs all the detected photons. The background underlying the
π0 peak must be statistically subtracted. In central Pb–Pb HIJING collisions generated at
impact parameter b < 2 fm, on account of high combinatorial background, no peak at the
π0-mass is observed until pair transverse-momenta pt = 10 GeV/c. This is because of the
large contributions of hadrons which can be suppressed by applying a selection on the energy
asymmetry parameter A. The decay-photon asymmetry distribution is uniform due to the
isotropic π0 decay. The distribution measured for all reconstructed particles in a HIJING
event (Fig. 5.154) exhibits a strong enhancement at large asymmetries and for large transverse
momentum of a pair. This is explained by the combinations of very asymmetric particle pairs,
where one particle is most probably a hadron. Eliminating pairs with these large asymmetries



1460 ALICE Collaboration

)2Invariant Mass (MeV/c
0 100 200 300

N
 p

ai
rs

0

1000

2000

3000  < 4 GeV/c
T

 3 < p

)2Invariant Mass (MeV/c
0 100 200 300

N
 p

ai
rs

0

50

100
 < 7 GeV/c

T
 6 < p

)2Invariant Mass (MeV/c
0 100 200 300

N
 p

ai
rs

0

5

10

15

20
 < 10 GeV/c

T
 9 < p

Figure 5.155 Invariant-mass spectra in HIJING events of any reconstructed particle pairs with
asymmetry A < 0.75 in the ranges 3< pt < 4 GeV/c, 6< pt < 7 GeV/c and 9< pt < 10 GeV/c.

A > 0.75 reduces (Fig. 5.155) the combinatorial background significantly while the π0 peak
is suppressed by only 25%.

The procedure of the combinatorial background subtraction was demonstrated to be
very efficient in the WA98 experiment [90] in Pb–Pb collisions at 158A GeV. According to
this procedure, the combinatorial background is constructed in the event-mixing technique
when all photon pairs for the invariant mass calculation are taken from different events to
exclude any correlations. Applied to the ALICE heavy-ion environment, the procedure of
the combinatorial background subtraction allows one to extract the π0 spectrum above pt of
0.5 GeV/c. As a demonstration, the invariant-mass spectrum of all reconstructed particle pairs
identified as low-purity photons, in 200 000 events of central Pb–Pb collisions at b < 2 fm, is
shown in Fig. 5.156 (a) in the pt-bin 1.0< pt < 1.5 GeV/c. Owing to the large combinatorial
background the π0 peak is not visible. Figure 5.156 (b) shows the invariant-mass spectrum
of reconstructed low-purity photons taken from 10 mixed events. The ratio of the invariant-
mass spectrum in Pb–Pb events to that spectrum in mixed events in Fig. 5.156 (c) reveals a
clearly visible peak at the π0 mass. This ratio in the region of uncorrelated pairs between π0

and η-meson peaks equal to R = 0.0584 is a scaling factor which normalizes mixed-event
invariant-mass spectrum to the mass spectrum in Pb–Pb events. The result of subtraction of
the normalized mixed-event spectrum from the two-photon spectrum is shown in Fig. 5.156
(d). The statistical errors of the latter spectrum are propagated from the statistical errors of the
spectra (a) and (b). The final two-photon mass spectra after the combinatorial background are
fitted by the Gaussian, the dispersion of which is shown in Fig. 5.157 versus the π0 transverse
momentum.

The π0 spectrum can be correctly reconstructed as demonstrated by comparison of
generated and reconstructed spectra (Fig. 5.158).

5.5.1.10. Event-by-event photon and π0 identification. At high momenta, π0’s are a priori
identified as photons because the photons from π0 decay merge into a single reconstructed
point. Several approaches have been developed to discriminate these π0’s from photons. They
are all based on the shower-shape analysis.

One-dimensional shower-shape analysis. In addition to the parameters already defined
for the photon/hadron discrimination, a few more have been introduced for the γ /π0

identification. They are the various moments of the cluster tensor, among which the second
moment M2x , or the largest eigen value of the covariance matrix (Eq. (5.31)) is the most
discriminant one (Fig. 5.159). At moderate pt, the distributions of the moment M2x for photon
and π0 are well separated with only a slight overlap, while at higher pt they merge.
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Figure 5.156 Two-photon invariant-mass distributions in central Pb–Pb events (a), in mixed
events (b), their ratio (c) and difference of the invariant-mass distribution and the combinatorial
background (d). Transverse momentum of the γ γ pairs in 1.0< pt < 1.5 GeV/c. Statistics
corresponds to 200 000 events.

To distinguish photons and π0-mesons, the optimal border M0
2x between the two moment

distributions is found, which maximizes the ratio of the true particle identification probability
to the misidentification probability. To have a reasonably high value of the true identification
probability, we restrict the search of this optimal border by the interval between the mean
values of the photon and π0 moments (Fig. 5.159), and demand that the misidentification
probability need not be less than 3%. The value of M0

2x can be different for photons
and π0.

The photon identification probability P(γ, γ ) is defined as a fraction of single-
photon events with the moments M2x < M0

2x , and the misidentification probability P(γ, π0)

of π0 as a photon is a fraction of π0 events with the moments in the same range
(Fig. 5.160, left). Similarly the π0 identification probability P(π0, π0) and the photon
misidentification probability as a π0 P(π0, γ ) are defined as the fraction of π0 events
and the fraction of single-photon events within M2x > M0

2x , respectively (Fig. 5.160, right).
The ratios P(γ, π0)/P(γ, γ ) and P(π0, γ )/P(π0, π0) (Fig. 5.161) demonstrates that the
misidentification is suppressed compared with the true identification to the level of a few
percent at moderate pt and is not higher than 10–20% at the highest pt = 120 GeV/c.
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Recognition of photons and π0’s by PCA. Another approach to distinguish photons and π0-
mesons is based on comparison of the showers in the space of principal components within
the principal component analysis (PCA) described in Section 5.5.1.8. A prominent difference
between photon and π0 showers is observed at lower energies, while both particles overlap in
this space at higher energies (see Ref. [89] for more details).

The probabilities of true identification and misidentification P(γ, γ ), P(π0, π0),
P(γ, π0) and P(π0, γ ) are defined analogously to the methods described in Section 5.5.1.8
and shown in Figs. 5.162 and 5.163.

In the heavy-ion environment, the efficiency of π0 identification was studied in the
same way as for hard photons, as described in Section 5.5.1.8. Events with π0-mesons with
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Figure 5.160 Probability of the photon identification and misidentification of photons as π0’s
(left plot) and that of the π0 identification and misidentification of π0’s as photons (right plot).

transverse momenta uniformly distributed in the range 30< pt < 120 GeV/c were merged
with HIJING events of central Pb–Pb collisions, then the identification criteria including TOF,
CPV and PCA were applied. We see that the identification probabilities are only about 10%
smaller than those of single π0 identification due essentially to the CPV matching failure, as
observed for single hard photons, which means that the high detector occupancy existing in
a heavy-ion environment does not modify significantly the capability of discriminating hard
π0’s from photons by the PCA analysis.

Recognition of photons and π0’s by a neural network. The discrimination between photons
and π0-mesons has been studied also in the Artificial Neural Network (ANN) approach [91]
which has already been recognized as a powerful tool for different applications in high-energy
physics, see Refs. [92–97].
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Figure 5.162 Probability of correct single-photon identification (left) and misidentification as π0

(right) by PCA for high (M), medium (•) and low (�) identification purity levels.

The reconstruction program of the PHOS provides data as a set of clusters characterized
by the amplitudes of signals and relevant coordinates of cluster cells in the detector plane.
Our approach to γ /π0 selection with the ANN method is based on a limited number of
characteristic variables which nevertheless carry the major information about the cluster
profile independent of its size. At the first stage the 2 × 2 matrix Qi j (tensor) for each cluster
is introduced as follows:

Qi j =

∑
k

x (k)i x (k)j Ek, (5.39)

where index k runs over all cluster cells, i, j = 1, 2, Ex (k) = (x (k)1 , x (k)2 ) is the vector of the cell
coordinates in units of the crystal transverse size. The tensor (5.39) is similar to the cluster
covariance matrix (5.31), but with the linear energy weights and without averaging.
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Figure 5.163 Probability of correct single π0 identification (left) and misidentification as photons
(right) by PCA for high (M), medium (•) and low (�) identification purity levels.

This energy-profile tensor depends on the number of photon showers glued in the cluster
as well as on the inclination angle of photons to the detector surface. To avoid the latter effect,
or to decrease its influence, calculation of the matrix Qi j was made after compression of the
cluster cell coordinates relative to the central point EX0 of the cluster defined as the centre of
cell with maximal signal in the cluster. The compression is defined by the angle 2 between
the normal to the PHOS module surface and the direction of photon propagation according to
the transformation

Ex → R(−ϕ0) · Ec(2) · R(ϕ0) ·
(
Ex − EX0

)
+ EX0, (5.40)

where Ex = (x1, x2) is the radius-vector of an arbitrary cell in the cluster, R and Ec are rotation
and compression matrices, respectively:

R(ϕ0)=

(
cosϕ0 sinϕ0

− sinϕ0 cosϕ0

)
, Ec =

(
cos2 0

0 1

)
, (5.41)

and ϕ0 is a polar angle of the point EX0 in the coordinate system with origin in the centre of
the PHOS module.

After compression two eigen values of matrix Qi j were calculated and ordered as
λ1 > λ2, and corresponding eigen vectors Ee1 and Ee2 were found. The matrix can be reduced
then to the diagonal form(

λ1 0
0 λ2

)
(5.42)

in the coordinate system defined by the eigen vectors. In the new coordinate system the
moments Mmn were calculated according to the formula

Mmn =

∑
k

(x (k)1 )m · (x (k)2 )n Ek, (5.43)

where index k runs over all cluster cells. The centre of a cell with a maximal signal was taken
as the origin of the local coordinate system for calculation of the moments Mmn (5.43). Note,
that such important variables as effective mass of two photons Mγ γ can be expressed in terms
of moments Mmn (5.43), see details in Refs. [98, 99].
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One additional variable is also useful for event analysis by the ANN method. This is an
angle ϕ between the eigen vector Ee1 and the vector EX0 directed from the geometrical centre of
the PHOS module to the cluster centre:

ϕ = arccos( Ee1, EX0/| EX0|). (5.44)

This variable increases the quality of γ /π0 selection mainly in the peripheral region of PHOS
modules.

Thus an input vector EP (in) of event features for ANN is filled with the following variables:
energy E = M00 of the cluster, eigen values λ1 and λ2, momenta M10, M30, M40 and M04,
distance d between the hits of two photons at the PHOS surface, effective mass M2

γ γ and
angle ϕ.

The ANN for γ /π0 selection was composed of three layers: input, hidden, and output.
The input layer consists of N nodes, where N is the dimension of vector EP (in) of the event
features; the hidden layer is built of 2N + 1 nodes; and finally, a one-node output layer
provides the neural-net response SNN ∈ (0 − 1) used for the final classification of the events.

The net was trained with two event samples, i.e. clusters from direct photons, and those
from background (clusters produced by overlapped photons from decay π0

→ 2γ ). Each
sample contained 10 000 events (clusters) passing pre-selections. Upon training the net, we
tested its efficiency on another two statistically independent samples, each consisting of 30
000 events also passing the pre-selections.

The data for the analysis were simulated within the ALICE framework for the simulation,
reconstruction and data analysis, AliRoot v.3.06.02. Isolated photons and neutral pions (with
following decay π0

→ γ γ ) were emitted from the interaction point with uniformly distributed
transverse momentum in the range 0< pt < 120 GeV/c within the solid angle defined by the
uniformly distributed azimuth angle 210◦ < ϕ < 330◦ and polar angle 80◦ < θ < 100◦. The
solid angle of the emitted particles was chosen to be a bit larger that that of the PHOS detector
to avoid various border effects.

The noise with σnoise = 10 MeV was applied to the digits, after which the digits were
passed through the 50 MeV threshold cut. The remaining digits with common side were
grouped into the clusters. Only clusters with total energy greater than 500 MeV were accepted.

The achieved γ /π0 discrimination power of the ANN after net training is shown in
Fig. 5.164 for the event feature vectors (E, λ1, λ2,M30,M04, ϕ). This figure shows the
probability ε(γ, γ ) of true photon identification and misidentification ε(γ, π0) of π0-meson
as a photon in the energy interval of generated photons and neutral pions from 3 GeV
to 120 GeV, as well as a coefficient of π0-background suppression relative to the photon
identification probability, i.e. ε(γ, π0)/ε(γ, γ ).

From this figure one can see that the probability of misidentification of a neutral pion as
a photon is on the level of a few per cent in the energy range of pions of 3–120 GeV with
relatively high efficiency of the correct photon identification as isolated photons in the same
energy range.

We compare our results with the data of Ref. [100] where the coefficient ε(γ, π0) was
estimated for the STAR experiment as 0.15 at 20 GeV and 0.45 at 40 GeV. The efficiency of
the γ /π0 recognition was also calculated for the CMS set-up in the note [101] with values
ε(γ, π0) about 0.5 at 20 GeV and 0.55–0.60 at 100 GeV. This comparison shows that the
ALICE set-up with the PHOS spectrometer is more adequate for the goal of γ /π0 selection
than the mentioned experiments.

5.5.1.11. Bayesian approach for the identification of particles detected with PHOS. In this
section we present another identification approach, based on Bayes’s theory of probabilities
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where PID weights are assigned, on an event-by-event basis, to every reconstructed particle.
Combining these weights with similar PID weights derived from the ALICE central tracking
system provides a global PID of all particles, both charged and neutral, emitted within the
PHOS acceptance. This method is widely discussed in Ref. [102].

In this method, the PID of particles detected with PHOS relies on three independent
identification parameters derived from the data collected by the detectors: (i ) the time-of-
flight (tof ); (ii) the distance between the CPV and the calorimeter (dCE); and (iii) the lateral
dispersion of the shower which develops in the calorimeter (dis).

PID weights are assigned to each reconstructed particle. The weights represent the
probability that the detected particle is of a given type, among photon γ , electron e±, charged
hadron h±, neutral hadron h0 and high-pt π

0. The weights are calculated according to the
following steps:

• First, charged (π±, K±, p̄ and p) and neutral (K0
L , n̄ and n) hadrons are generated with

realistic exponential energy distribution and tracked through the ALICE detection systems.
Since, at variance with the previously listed hadrons, photons and high-pt π

0’s (generating
a single electromagnetic cluster in PHOS) always develop an electromagnetic shower in the
calorimeter, they can be generated with an uniform energy distribution. The reconstructed
particle spectra constitute the particle response function of the detector and are used as input
of the next step.

• The density distribution, P(parameter|particle type), of the probability to identify a given
particle type is calculated for each particle in the above list and for each one of the
three identification parameters, tof, dCE and dis. Either Landau or Gaussian distributions
are used to parametrize these distributions. Combining the probability obtained for each
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Figure 5.165 Time-of-flight probability density distributions for different particle species,
photons, kaons and nucleons, integrated from 0 to 2 GeV reconstructed energy.

identification parameter, the final weights are calculated giving the probabilities for a
reconstructed particle to be of the types listed above.

• Finally, the method is tested by applying the algorithm to particles in HIJING events and
in events with a single photon, electron or high-energy π0 merged in a HIJING event
simulating a realistic heavy-ion collision environment.

Probability density distributions

Time-of-flight. Massive hadrons can be identified and discriminated from electrons and
photons by measuring their time-of-flight (tof ) from the collision vertex to the PHOS. The
measurement is discriminating up to transverse momenta of about 2 GeV. For larger values,
all particles move at almost the speed of light and can no longer be identified. Therefore, the
tof parameter will be considered for PID only for particles with a reconstructed energy smaller
than 2 GeV. However, the tof discriminating power will be limited by hadrons with transverse
momenta larger than 2 GeV showering in the calorimeter and depositing only a fraction of
their energy.

The tof probability density distributions, P(tof |i) (Fig. 5.165), are calculated as the tof
distribution for the particle of type i (as listed in the previous section), and for all reconstructed
energy up to 2 GeV. The distributions are normalized to the total number of reconstructed
events. The distributions are then parametrized with either a Gaussian or a Gaussian plus a
Landau distribution (in the case of kaons and nucleons).

CPV–EMC distance. Electrons can be distinguished from other charged particles by
measuring the distance between the impact of the particle in CPV and the impact in EMC. The
probability density distributions P(dCE|i), are calculated for the dCE components projected
to the PHOS surface, parallel to the beam axis (z) and perpendicular to the beam axis5 (x)

5 Charged particles are bent in the direction of the x-axis.
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distance and for electrons, pions, kaons and anti-protons reconstructed with different energy
values. For low reconstructed energies and for a given value of the energy, the measured x-
component of the distance, d x

CE, is larger for electrons than for hadrons (Fig. 5.166). This is
due to the fact that the electron energy is well measured with PHOS, whereas for hadrons only
a fraction of the energy is measured, so that a low reconstructed energy originates from more
energetic hadrons whose track has a small curvature. In addition, the measured fluctuation of
the z-component, d z

CE, distributions (centred at 0 for all energies) is smaller for electrons than
for charged hadrons because hadronic showers cannot be as well localized as electromagnetic
showers in PHOS. The distributions are parameterized with Gaussian distributions.

Given the dCE value measured along the x and z axis, the probability densities, P(d xz
CE|i), i

being either e± or h±, are calculated as the product P(d x
CE|i) · P(d z

CE|i), of the pre-established
distributions. A particle is identified as a neutral particle if P(d xz

CE|i) for e± and h± is smaller
than 10−5.

Shower lateral dispersion. Photons and electrons can be distinguished from hadrons by
the difference in the shape of the showers which develop in the calorimeter. In addition,
high-pt π

0’s which are detected through their two decay-photons merging into a single
electromagnetic cluster in the calorimeter can be distinguished from photons up to a limiting
pt value of about 100 GeV/c. We characterize the shower by its lateral dispersion (see
Ref. [89]) and we calculated the probability density distribution P(dis|i) for photons,
hadrons, and high-pt π

0 shown in Fig. 5.167.
The lateral dispersion is not significant when the cluster multiplicity (number of hit

calorimeter cells which contribute to the cluster) is below four. For photons with reconstructed
energies below 0.5 GeV, the average number of clusters is three (Fig. 5.168), setting the limit
of applicability of this selection criterion. The probability density distribution is parametrized
by Gaussian distributions for photons and high-pt π

0’s and by Landau distributions for
hadrons.

Hadron reconstruction probability. The probability that a hadron develops a shower in
the PHOS is also taken into account. This probability depends on the initial hadron energy
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with different reconstructed energies.

and hadron type, and as an upper limit it was calculated from the response function of
the PHOS to mono-energetic charged pions of 100 GeV. The response, normalized to one,
and displayed in Fig. 5.169, gives the probability density distribution P(rec|i) for hadrons
as the two exponential fit of the figure. The probability density is set to 1 for γ , e± and
high-pt π

0’s.

PID weight. From the probability density distributions calculated for particles of type γ , e±,
h0, h± and high-pt π

0’s and parametrized as described in the previous section, and for each
measured reconstructed particle characterized by a tof value, a dCE value and a dis value, a
PID weight W (i), ranging from 0 to 1, for particle species i is calculated as the product of the
four probability density distributions for the particle i normalized to the sum of these products
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Figure 5.170 Distributions of PID weights calculated for single photons (left and middle) and
π0’s, and for different reconstructed energy bins. Photons were generated with an uniform energy
distribution between 0 and 5 GeV (right) and 5 and 120 GeV (middle) and neutral pions were
generated with an uniform energy distribution between 30 and 120 GeV.

for all the particle species, being s = γ , e±, h0, h± and high-pt π
0’s:

W (i)=
P(to f | i) · P(d xz

CE | i) · P(dis | i) · P(rec | i)∑
s

[
P(to f | s) · P(d xz

CE | s) · P(dis | s) · P(rec | s)
] . (5.45)

We have applied this PID procedure to single photons, electrons and π0’s, generated
with an uniform energy distribution, merged or not into HIJING events (Pb–Pb collisions
at 5.5A TeV, b < 2 fm) mimicking the heavy-ion collision (HIC) environment. Without the
HIJING event, photons reconstructed with energies below 30 GeV are well identified with a
PID weight equal to 1 (Fig. 5.170).

For energies below 0.5 GeV, where the shower shape criterion is not effective, the neutral
hadron weight becomes large, i.e., photons can be misidentified as neutral hadrons. For
energies larger than 30 GeV, photons can be misidentified as high-pt π

0. This misidentification
probability increases with increasing reconstructed energy. Electrons are usually well
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Figure 5.171 Distributions of PID weights calculated for photons (left), neutral hadrons (middle)
and charged hadrons (right), and for different reconstructed energy bins. These particles were taken
from HIJING events (Pb–Pb collisions at 5.5A TeV, b < 2 fm).

identified with a weight equal to one for reconstructed energies larger than 0.5 GeV. For single
and merged high-pt π

0’s, with reconstructed energies in the range 30< Erec < 120 GeV
(Fig. 5.170, left), the PID photon weight is significant and increases with the reconstructed
energy.

Applying the procedure to all detected particles in HIJING events (Fig. 5.171), photons,
neutral hadrons and charged hadrons are well identified.

PID efficiency and contamination. We define the PID efficiency as the probability to
correctly identify particles of type i, i.e., the ratio of the spectrum of reconstructed clusters
generated by the particles of type i, and identified with a PID weight W (i) larger than a given
threshold value W th(i) and of the spectrum of all reconstructed clusters generated by the same
type of particles, without condition on W (i). Two energy bins have been considered: particles
with energy ranging from 0 to 5 GeV and particles with energy ranging from 5 to 120 GeV
(from 30 to 120 GeV for π0’s).

The contamination is defined as the ratio of the spectrum of reconstructed clusters not
generated by particles of type i, but identified as particles of type i, and of the spectrum of all
reconstructed clusters identified as particles of type i.

Low-energy particles. Single electrons and photons are identified with an efficiency of
almost 100% (Fig. 5.172) for particles reconstructed with energies larger than 1 GeV. This
efficiency decreases to about 40–50% when photons and electrons are merged into central
HIJING events (b < 2 fm). A small dependence with W th(i) is observed.

The contamination of wrongly identified particles in HIJING events (Fig. 5.173) does not
show a strong variation with reconstructed energy or with the event particle multiplicity. It is
small, ranging from 3.5 to 1.5% in the b < 2 fm case and from 2.5 to 1% in the b < 5 fm case.

High-energy particles. The PID efficiency obtained for high-energy particles from 0 to
120 GeV (neutral pions from 30 to 100 GeV) shows only a small dependence with the value
of W th(i) for single electrons (Fig. 5.174). The PID efficiency for single electrons is larger
than 85% and is reduced by 5–10% when electrons are merged in a HIC environment.

The PID efficiency for high-energy photons (Fig. 5.175) is the same as that obtained
for low-energy photons (2< Erec < 5 GeV) up to reconstructed energies of 30 GeV. Beyond
30 GeV, the contribution of photons wrongly identified as π0’s becomes important showing
a strong dependence with the W th(i) value. The optimum value of W th(i) is found by
constructing PID efficiency ratios of correct particle identification to misidentification and
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Figure 5.172 PID efficiency for photons (upper) and electrons (lower) as a function of the
reconstructed energy. Right frames: efficiency for single particles, left frames: particles merged
into HIJING events (Pb–Pb collisions at 5.5 A TeV, b < 2 fm). Particles were generated with an
uniform energy distribution between 0 and 5 GeV.

minimizing them. Using the values of W th(i) deduced in Fig. 5.176, the final PID efficiency
and contamination of wrongly identified particles are calculated (Fig. 5.177).

Assuming that photons and π0 are produced in the collision in the same amount,
background-to-signal ratios have been constructed (Fig. 5.178). For photons, the background
(π0’s identified as photons) to signal (photons identified as photons) is smaller than 0.2
independent of whether photons are within a HIC environment or not. However, the ratio
changes strongly with the photon reconstructed energy.

5.5.1.12. Identification of high-energy photons converted into electron pairs. The presence
of the TRD and TOF detectors in front of the PHOS will perturb the photon yield detected
in the PHOS, as discussed in Section 5.5.1.7. Photons can interact with the material of these
detectors and produce conversion electrons (γ → e−e+). High-energy photons converted into
electron pairs can be identified with the method presented in this section. The need of a
configuration with holes in the TRD and TOF to obtain reliable data with the PHOS is
discussed. See Ref. [89] for complete details.
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Figure 5.174 PID efficiency for high-energy electrons as a function of the reconstructed energy.
Left: single electrons. Right: electrons merged in HIJING events (Pb–Pb collisions at 5.5 A TeV,
b < 2 fm).

Converted-photon reconstruction. The electrons created by a photon converted in the
material between the TPC and PHOS can be identified because there is no matching track
in the TPC pointing to the hit produced by those electrons in the CPV of the PHOS. To
minimize random matching in the heavy-ion environment, it is important to control accurately
the matching criteria. For this purpose, electrons with energies between 10 and 40 GeV were
simulated and the distance between the TPC track and CPV signal was studied. The maximum
distance is about 2 cm but we have set the maximum to 4 cm in the matching algorithm to
ensure that low-energy electrons which are more bent by the magnetic field, are not rejected.
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Figure 5.175 PID efficiency as a function of the reconstructed energy for single high-energy
photons (left) and π0’s (right).
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Figure 5.176 Values of W th(i) for which the ratios of correct identification to misidentification
probabilities for photons (•) and for neutral pions (◦) are minimum. Points were fitted by a third-
order polynomial.

More accurate simulations are needed to find the optimum value of the maximum matching
distance.

In order to study the reconstruction of electrons produced by photon conversion, photons
were generated with energy uniformly distributed between 10 and 40 GeV for the set-ups with
and without holes. Particles identified as charged particles by the CPV but not detected by the
TPC and identified as photons by the PCA were tagged as conversion electrons. In this section,
particles are identified as photons with low-purity level; electrons are identified as low-purity
photons by the PCA and as charged particles by the CPV and the TPC. The probability
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Figure 5.178 Ratios of the PID contamination of wrongly identified hard π0’s (γ ) to the PID
efficiency of γ (π0’s) as a function of the reconstructed energy. W th(i) given by fits in Fig. 5.176.
Photons are generated with an uniform energy distribution between 5 and 120 GeV for photons,
and between 30 and 120 GeV for π0’s.

of identifying conversion electrons as single photons is about 50–60% in the energy range
E < 40 GeV.

In order to recover the original photons from the conversion electrons, the invariant mass
of all possible pairs of identified conversion electrons was calculated. If the invariant mass
was small, the pair likely came from a photon of energy close to the total energy of the pair.
If only an isolated conversion electron was detected, we assumed that both electrons fly very
close to each other and PHOS cannot separate them, so the energy of this isolated electron was
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taken as the energy of the parent photon. For single photons, the invariant mass distribution
peaks at 0–0.2 MeV/c2 ending at 20 MeV, for reconstructed energies between 10 and 40 GeV.
In the case of a HIC environment, the invariant-mass distribution is broader and we identified
as photons conversion pairs of invariant mass smaller than 20 MeV/c2.

Photon identification probability. Generated photons with energy between 10 and 40 GeV
were identified in the PHOS as stated above. In the configuration with holes, about 10% of the
photons suffer conversion somewhere between the interaction point and the CPV. Conversion
electrons produced in the TPC are tagged mostly as electrons. In the configuration without
holes, about 30% of the photons are converted into electrons, of which 20% are converted
in the TRD and TOF. Between 10 and 20% of the photons can be recovered by conversion-
pair identification. If we add the identified conversion pairs to the identified photons, the
identification probabilities for the configuration with and without holes are close.

5.5.1.13. Conclusions. The PHOS detector provides a good capability to detect and identify
photons, electrons and π0-mesons, and measure their 4-momenta with high precision.

PHOS simulation reproduces the beam-test experimental data which is confirmed by
comparison of energy and position resolutions of the PHOS sub-detectors.

Reconstruction algorithms of the PHOS were adjusted to reduce systematics error in
measuring the coordinates and energy of reconstructed points.

Implemented particle identification methods allow one to identify photons and electrons
and distinguish them from hadrons in a wide energy range from 0 to 100 GeV. The neutral
pion spectrum can be measured in PHOS statistically by the invariant-mass analysis in the
energy range from 0 to 40 GeV, and on an event-by-event basis by particle identification at
higher energies up to 100 GeV. Several methods of photon-π0 recognition at high energies
were developed, and all of them demonstrate high identification efficiency of these particles
up to 100 GeV.

5.5.2. Photon multiplicity detector. The Photon Multiplicity Detector (PMD) measures the
multiplicity and the spatial (η–ϕ) distribution of photons on an event-by-event basis. In
the region where large particle density forbids a measurement using calorimetric techniques,
the photon production can be studied using a preshower detector of high granularity. The
physical features of the PMD are described in Volume I of the Physics Performance Report [3].
It will have full azimuthal coverage in the pseudorapidity region 2.36 η 63.5 on the positive
rapidity side in ALICE.

5.5.2.1. Physics goals of PMD. The measurement of event-by-event photon multiplicity,
rapidity and azimuthal distribution of photons in the PMD would enable us to:

• determine the reaction plane and study probes of thermalization via studies of azimuthal
anisotropy and flow;

• study critical phenomena near the phase boundary leading to fluctuations in global
observables like multiplicity and pseudorapidity distributions;

• search for signals of chiral-symmetry restoration (disoriented chiral condensates) through
the study of the observable Nγ /Nch (in conjunction with the charged particle detector
FMD);

• understand the reaction dynamics, through the scaling of photon multiplicity with the
number of participant nucleons and number of collisions;

• estimate the transverse electromagnetic energy, useful for event characterization.
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PMD

Figure 5.179 AliRoot picture of detectors and services in front of the PMD. Only the positive
rapidity part of ALICE is shown.

The capability of the PMD for addressing the above physics goals has been described in
Refs. [103, 104].

5.5.2.2. Simulation framework. The measurement of photon multiplicity and spatial
distribution is affected by the environment of the detector. The results are presented for the
intrinsic performance of the detector (i.e., a ‘standalone’ PMD in air with no other detector
around) and for the performance in the ALICE environment where particles falling on the
PMD may have to traverse the material of several other detectors in front of it.

PMD in AliRoot. The PMD consists of two planes of highly segmented sensitive media
(detectors) placed on both sides of the 15 mm thick lead plate and 5 mm stainless-steel plate.
The lead and steel plates together constitute a 3 X0 thick converter for photons. The detector
plane which faces the interaction point is called the ‘charged particle veto’ and the one behind
the converter is called the ‘preshower’ plane.

Figure 5.179 shows the detectors and service elements in front of the PMD in the AliRoot
framework.

Event generator. The parametrized HIJING event generator, which is an integral part of
the AliRoot, has been used for all the simulation to study photon reconstruction efficiency,
purity of photons in the detected sample, and the effect of upstream material. For most of the
studies presented here, it is assumed that a central Pb–Pb collision at the LHC energy will
have a maximum charged-particle pseudorapidity density of 8000 at η = 0. The total number
of photons within the acceptance of the PMD in such a case is 4500. The performance of
the detector for lower particle densities has also been studied; these lower densities may arise
because of the change in centrality, the use of lighter ions or lower particle production even in
central Pb–Pb collisions as extrapolated from RHIC data [105].

5.5.2.3. Particle density and occupancy. The PMD positioned in the forward region in
ALICE faces a very high particle density. This is shown in the left panel of Fig. 5.180 for
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Figure 5.180 Left: Density of photons (particles/cm2) falling on the PMD. The vertical lines
denote the two η-limits. Right: η-distribution of occupancy on the PMD: preshower plane (open
circles), veto plane (open squares).

photons falling on the PMD. An almost similar number of charged particles also fall on the
detector within the same acceptance. The large particle density and the fact that the shower of
the incident photons spreads to an average of about four cells leads to a very high occupancy
in the preshower plane of the PMD.

The cell occupancies for the two planes of the PMD in the standalone case are shown on
the right panel in Fig. 5.180 as a function of pseudorapidity, with a bin size of 0.2 units. The
occupancy on the preshower plane varies from 10% to more than 60% and that on the veto
plane is about a factor of five lower.

5.5.2.4. Reconstruction. Simulated data produce events with a set of hit cells having some
energy deposition (EDEP). Before reconstruction, the simulated data format is made identical
to the experimental data format by converting the EDEP values to ‘ADC’ values using
relations derived from beam tests. A noise threshold, equivalent to 20% of the energy
deposition by a minimum-ionizing particle, is applied uniformly to all the cells. For photon
reconstruction, the hits above the noise threshold are first converted into clusters and then a
suitable algorithm is used to reject charged hadron hits.

Clustering. The clustering is done in two steps. In the first step, the data is organized in
descending values of ADC. Starting from the largest ADC, cells having nonzero ADC and
having at least one cell with nonzero ADC are collected together to form a super cluster. This
is repeated with the next largest ADC (provided it is not a member of and already formed super
cluster) till all the cells with nonzero ADC are exhausted. if the number of particles falling on
the PMD is small enough, each super cluster has fewer cells and one directly proceeds to label
the clusters using a photon–hadron discrimination algorithm. When the number of particles
is large, one has very large super clusters containing hundreds of cells, and these need to be
broken up into smaller clusters.

For breaking up of super clusters, we assume that a cluster can be characterized by a
Gaussian with the centre coordinate, strength and width. The super cluster is then formed by a
number of overlapping Gaussians with their centres, strengths and widths to be determined by
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a minimization procedure. The total strength of all Gaussians must add up to the sum of the
ADC values of all the cells included in the super cluster. To estimate the number of Gaussians,
we arrange the cell ADCs in descending order and starting from the cell with largest ADC,
choose the cell as a cluster centre if the nearest cluster centre is more than one cell unit away
and it forms a local maximum. The cluster centres, their strengths and widths are then varied
in the minimization procedure. The final result is a set of cluster positions (two coordinates),
strengths and widths.

Association. Each cluster is then associated with an incoming track. If there are two or
more clusters belonging to the same incoming track, the cluster having larger ADC and
less deflection (see Section 5.5.2.7 below) is considered assigned to the track, other(s) being
labelled as contaminants.

Photon–hadron discrimination. For the results presented here, we have used a simple
photon–hadron discrimination algorithm based on direct association of hits in the veto and
preshower planes. It is assumed that charged hadrons hit only one cell in both the veto
and preshower planes and that these cells are located just opposite each other in the two
detector planes. Before clustering, the preshower hits opposite to veto hits are set to zero. A
threshold on cluster signal is applied to remove split clusters. Any split cluster surviving
the cut is treated as a contaminant. Clusters which are shifted by a large amount (see
Section 5.5.2.7) are also labelled as contaminants.

5.5.2.5. Photon reconstruction efficiency and purity. The result of photon–hadron
discrimination is a set of clusters which are labelled as γ -like, the total number of such clusters
is Nγ−like.

The photon reconstruction efficiency εγ and the purity of the photon sample fp are
defined by the following relations:

εγ = N γ,th
cls /N γ

inc, fp = N γ,th
cls /Nγ -like,

where N γ

inc is the number of incident photons from the event generator and N γ,th
cls is the number

of clusters from photon tracks after the application of the discrimination algorithm, (1− fp) is
the fractional contamination in the Nγ−like sample.

For the measurement of photon multiplicity, the total number of photons incident on the
detector in a given acceptance is estimated from the Nγ−like clusters obtained from data by
using the above two equations, N γ

inc = Nγ−like. fp/εγ , and employing the estimated values of
photon reconstruction efficiency and purity from simulation studies.

5.5.2.6. ALICE environment : Material distribution in front of the PMD. The PMD, being
situated at 361.5 cm in ALICE from the nominal collision point, sees the inner detectors
like ITS, TPC, FMD, V0 in front. Although great care has been taken to minimize the
structural material of these detectors and their supports and services, the total upstream
material seen by the PMD is non-negligible. Full optimization of this upstream material with
design modifications in the structures is still under way. For the results presented here it
is assumed that the upstream material will have the η distribution shown in Fig. 5.181. In
the smaller η region the thickness of the upstream material goes up to about 1 X0. The ϕ
distribution is assumed to be uniform. We shall use the term ‘ALICE environment’ when
referring to this type of upstream material.

5.5.2.7. Effect of upstream material: Deflection of original photon track. Scattering and
conversion in the upstream material result in the deflection of the original photon tracks.
If the incoming particle tracks are deflected substantially from their original position, then
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Figure 5.181 Assumed η distribution of material (in units of radiation length) in front of the
PMD.

the detector cannot be used for studying the event structure and correlations at smaller
length scales where the deflection may have distorted the underlying structure. Cosmic-ray
observations by the JACEE Collaboration suggest pairing and clustering of tracks at scales
δη ∼0.2 and δϕ ∼ 30◦ [106].

The effect of upstream material is demonstrated by plotting the distribution of
δη(= η− ηorig) and δϕ(= ϕ−ϕorig), which denote the deviation of incoming photon tracks
with the identified cluster location on the detector. Here (η, ϕ) are the reconstructed positions
of the photon track and (ηorig, ϕorig) are the original positions of the same track on the detector.
The (δη, δϕ) plot for photon clusters is shown in Fig. 5.182 for the case of standalone
PMD and for PMD in the ALICE environment. The small bump on the left in the δη
distribution results from tracks originating from vertex at large pseudorapidities (η >5) due
to back scattering from the stainless-steel structure behind the PMD (bellows, flanges and the
stainless-steel section of the ALICE vacuum chamber).

Table 5.18 summarizes the effect of deflection of tracks for the standalone PMD and
for the PMD in the ALICE environment by considering two pseudorapidity regions in terms
of the percentage of photon tracks having |δη|60.1 and |δϕ|6 10◦. For the standalone
detector, there is no difference in the percentage of accepted tracks. But in the ALICE
environment the effect of upstream material results in fewer clusters (tracks) being accepted
in the lower pseudorapidity region.

For the estimation of photon reconstruction efficiency and purity we have considered all
clusters having δη > 0.1 or δϕ > 10◦ as contaminants.

5.5.2.8. Results on photon reconstruction efficiency and purity

Average values. The average values of photon reconstruction efficiency and purity are
presented in Table 5.19 for the standalone PMD and for the PMD in the ALICE environment.
The results are given for two multiplicities of the events, having maximum pseudorapidity
density at η = 0 (ρ0) of 8000 and 4000. The latter may be the more likely scenario
if the particle production is lower at the LHC energy, as may be extrapolated from
RHIC measurements [105]. For the higher particle density, the photon reconstruction
efficiency of ∼55% and purity of ∼65% are achieved. Studies of photon production at
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Standalone PMD

PMD-in-ALICE

Figure 5.182 (δη, δϕ) distribution for the standalone PMD (dashed line) and PMD in the ALICE
environment (solid line).

Table 5.18 Percentage of accepted tracks within |δη|6 0.1 and |δϕ|6 10◦.

η range Environment

Standalone PMD in ALICE

2.3–2.5 94 84
2.9–3.1 94 88

Table 5.19 Average values of photon reconstruction efficiency and purity for various cases for two
values of pseudorapidity density (ρ0).

ρ0 = 8000 ρ0 = 4000

Efficiency Purity Efficiency Purity

Standalone PMD 57 70 69 70
PMD in ALICE environment 54 65 64 68

forward rapidities were carried out with similar efficiencies earlier at the SPS and the
RHIC [107, 108].

Efficiency of up to 65% and purity of 70% may be obtained if the event multiplicity were
lower by a factor of two.

η-dependence. The pseudorapidity dependence of photon reconstruction efficiency and pu-
rity is displayed in Fig. 5.183. For the standalone PMD the efficiency falls to below 40% at
the highest η region due to very large occupancy. This happens as the cell size is kept the same
throughout the η region of the detector although the particle density varies by more than a fac-
tor of 5 over that region. The purity values are almost uniform throughout the entire η range.
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Figure 5.184 Multiplicity dependence of efficiency (left) and purity (right) for the standalone
PMD (circles) and for the PMD in the ALICE environment (cross).

The efficiency is slightly lower in all η regions for the PMD in the ALICE environment as
compared to that of the standalone PMD. At the lowest η bin the effect of upstream material
becomes significant and the efficiency drops by ∼10%. Purity values are lower by ∼5% in all
η regions in the ALICE environment.

Multiplicity dependence. Figure 5.184 shows the multiplicity dependence of average photon
reconstruction efficiency and purity for standalone PMD and for the PMD in the ALICE
environment. Lower multiplicity may correspond to a larger impact parameter of collision
or it may arise in the case of light ion collisions. While the purity is almost unaffected by
a change in the number of particles falling on the detector, photon reconstruction efficiency
slowly increases at lower particle densities as the occupancy reduces, reaching values around
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80% in the lowest multiplicity case studied. The rate of increase is similar for standalone
PMD and for PMD in ALICE environment. However, the values of reconstruction efficiency
are about 5% lower for the PMD in the ALICE environment than for the standalone PMD at
all multiplicities.

Purity values in the case of PMD in ALICE environment are lower by about 5% than the
values for the standalone PMD. The behaviour with multiplicity is similar in both cases.

5.5.2.9. Summary. The simulation results on the reconstruction of photon hits on the PMD
suggest that a reconstruction efficiency of about 55% associated with a purity of 65% is
achievable for the assumed maximum pseudorapidity density of 8000 at midrapidity in Pb–Pb
collisions at LHC energy for the PMD in the ALICE environment. The η dependence of
purity is almost uniform. However, the reconstruction efficiency falls sharply at larger η,
the difference between the maximum and minimum values being about 25%. If the particle
production process follows the systematics established up to RHIC energies, the particle
density at the LHC may be much lower and the performance of the PMD will improve with
higher reconstruction efficiency. The deflection of photon tracks in the upstream material is
small enough to permit correlation studies at length scales δη ∼0.2 and δϕ ∼ 30◦.

6. ALICE physics performance

This chapter summarizes the current results of the physics performance studies in a number
of representative examples. These studies have evolved in parallel and reached different levels
of sophistication. Some have started only very recently (e.g. the studies of jet quenching) and
are in a preliminary state. Others are more mature but none can be considered complete and
work will be ongoing in all areas in order to prepare reconstruction and analysis software for
the actual data taking period.

Some of the studies were reported already in the ALICE Technical Proposal and in the
Technical Design Reports using approximate methods, fast simulations, and various rough
estimates. We have developed now a very detailed simulation of the ALICE detector and its
response, which is used for the majority of present performance investigations. The event
display produced by these up-to-date simulations is shown in Colour Figure II.

Some of the physics assumptions, which influence the performance, have evolved in
time. The predictions for particle densities produced in central Pb–Pb collisions at LHC
energies span the very large range dNch/dη = 1500–8000 at mid-rapidity. After RHIC, the
lower values are more likely today but significant uncertainties still exist when extrapolating
to LHC energies, related in particular to the amount and effects of jet quenching. Therefore
we have tested the basic detector performance, like tracking, up to charged-particle densities
dNch/dη = 8000 at mid-rapidity, which should include some significant safety margin. In
the physics studies we typically list the performance from pp values dNch/dη = 5–7 up to
dNch/dη = 6000.

Largely for historical reasons, different values of the magnetic field are assumed in the
central part of the detector in the L3 magnet. The field setting of B = 0.2 T is used for
some studies of soft-physics observables, because it lowers the pt cut-off for slow-particle
detection down to 100 MeV/c or even below. Most of the recent studies have been done using
a magnetic field of B = 0.4 T or B = 0.5 T, the latter being the nominal setting which will be
used for standard data taking. The stronger magnetic field is especially beneficial for the hard
probes and observables because it significantly improves the measurement precision.
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6.1. Event characterization

6.1.1. Introduction. In heavy-ion collisions, the study of the global properties of the final
state plays an important role, since it allows one to determine both the initial geometry of
the collisions and the way in which the initial available centre-of-mass energy is redistributed
in the accessible phase space. The global observables discussed in this section are charged-
particle multiplicity and zero-degree energy distributions [109].

In ion–ion collisions, the determination of the variables that characterize the geometry
of the collision is an essential prerequisite to the study of any physics observable. The
impact parameter b and other quantities related to it by geometry (e.g. number of participant
nucleons Npart or number of nucleon–nucleon collisions Ncoll) can be extracted in a rather
model-independent way from either charged-particle multiplicity or from zero-degree energy
distributions. It is possible to define the centrality of each event and to select head-
on interactions where the maximum energy density can be reached. Having determined
the centrality of the collision, it becomes possible to perform studies of various physics
observables as a function of b or Npart. In particular, by studying sensitive signals as a function
of these variables, it may be possible to locate the onset of the phase transition from hadronic
to deconfined matter [110].

The study of the multiplicity distributions as a function of centrality is also sensitive to the
‘hard’ or ‘soft’ nature of the particle production [111]. By using theoretical models which link
observables such as the dNch/dy shape and the pt distributions to the energy density and to
the temperature attained in the collision [112, 113], one can give a complete characterization
of the global aspects of the event.

In pp collisions, ALICE will study the global properties of minimum-bias events [114],
extending by about an order of magnitude the accessible

√
s region with respect to the highest

energies available today (Tevatron). Of particular interest may be the shape of the inclusive
multiplicity distribution, which has been linked to the observation of the transition between
non-pertubative and perturbative regimes [115].

This section is organized as follows. First we discuss the study of the centrality variables
in heavy-ion collisions at ALICE. After a short introduction on the general method of these
measurements, we will analyse the possible centrality estimators, and their accuracy, within
ALICE.

Then, we briefly review the results obtained up to now at the SPS and RHIC in the study of
the multiplicity distributions [105, 116–122]. Concerning ALICE, we define various possible
estimators of the total hadron multiplicity, involving essentially the Inner Tracking System
(ITS) [1] and the Forward Multiplicity Detector (FMD) [123] and we analyse their properties.

The centrality and multiplicity estimators are then correlated, leading to a full simulation
of the performance of ALICE in the determination of the centrality dependence of hadron
multiplicity for Pb–Pb collisions. With such an analysis it is possible to qualitatively determine
the contribution of hard processes to the particle production mechanism. This measurement,
not requiring particle identification capabilities, can be performed in ALICE with a limited
subset of detectors, namely the Zero-Degree Calorimeter (ZDC) [124] and the silicon pixel
layers (SPD) of the ITS. Owing to its relative simplicity, it will be one of the first physics
results accessible at the LHC. We present here a first version of this analysis, using event-
generator data (HIJING [150]) as input.

Then, we address the study of the global event properties for pp collisions in ALICE. We
first show how it is possible to define, through the use of the V0 [123] and SPD detectors, a
pp trigger with the highest possible efficiency and lowest possible bias. We then analyse the
performance of the multiplicity estimators for the low multiplicity expected in pp collisions.
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Finally, we turn to the problem of the centrality determination in pA collisions, that are
also going to be studied in ALICE. We begin with a short introduction describing the methods
and the underlying physics, developed at lower energies. Then, we show the results of a Monte
Carlo simulation, basically involving the ZDCs, which shows that such an analysis is indeed
feasible with the foreseen ALICE set-up.

In the simulations described throughout this section, the event generation, the tracking,
and the reconstruction of the considered variables have always been carried out using
the ALICE offline framework, AliRoot [125], in order to take properly into account the
experimental acceptance and detector effects.

6.1.2. Centrality determination using the ZDCs. Several measurable quantities are
correlated with the centrality of the collision, which is usually characterized through the
geometrical variable b, the impact parameter, or through the number of participant nucleons
Npart. In past heavy ion experiments, the centrality has been estimated starting from three
kinds of observables: (i) the zero-degree energy EZDC, corresponding to the energy carried
by spectator nucleons, (ii) the charged hadron multiplicity Nch and (iii) the transverse energy
Et, measured around mid-rapidity. For the first quantity, the relationship with Npart is rather
obvious. At fixed target experiments, it is simply given by Npart = 2 × (A − EZDC/EA), where
EZDC is the energy due to projectile spectators hitting the ZDC, A is the mass number of the
ion and EA is the beam energy per nucleon. Concerning Et and Nch, they give the same kind
of physics information, since they have been experimentally shown to be proportional to each
other. Furthermore, since, up to SPS energies, the particle production mechanism is essentially
soft, they are also directly proportional to Npart [126].

Obviously, an accurate determination of the b and Npart distributions starting from
experimental quantities requires a careful treatment of the detector effects (acceptance,
resolution) and the knowledge of nuclear density distributions. Usually, the calculations are
performed in the frame of the Glauber model [127]. In this approach, the nucleus–nucleus
collision is seen as a superposition of independent N–N interactions, the main parameters of
the model being simply the inelastic N–N cross section σN and the nuclear density distribution
ρ(r) [128]. The model gives the relationship between b and Npart (Ncoll) and allows one to
calculate dσ/db and dσ/dNpart. By using the relation between EZDC, Et or Nch and Npart, and
taking into account the detector resolution, it is then possible to calculate dσ/dEZDC, dσ/dEt

and dσ/dNch and compare them with the measured distributions. In practice, the measured
distributions are often fitted with an analytical function of Npart. With this approach, the
spectra are usually well reproduced, showing that the relation between centrality variables
and measured quantities has been correctly chosen. One can then divide the experimental
distribution in classes, by defining sharp cuts on EZDC, Et, or Nch, which will correspond to
well-defined intervals of the centrality variables. The number of classes that one can define is
connected with the resolution one can achieve on that variable. In general, centrality classes
are defined such that the separation between the central values of b and Npart for two adjacent
classes is significantly larger than the resolution on that variable.

An alternative approach is to use an event-generator to simulate the experimental spectra.
If a good agreement is found, one can use the relationship between centrality variables and
measured quantities as given by the model. At the SPS, the two approaches give comparable
results [119].

The procedure outlined above can, in principle, be adopted also for ALICE, where both
multiplicity and forward energy will be measured. It is still generally true that Nch is correlated
with Npart. However, a simple linear relationship is no longer expected at the LHC. This is es-
sentially due to the particle production mechanism, which, around mid-rapidity, will probably
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Figure 6.1 Impact parameter distribution, weighted by the interaction probability, for the events
generated with HIJING 1.36.

be dominated by hard processes, scaling with the number of N–N collisions Ncoll. This change
of behaviour already sets in at RHIC energies [129], where however soft processes are still
sizeable. The zero-degree energy will not be affected by the onset of hard physics; it is still
directly connected, through the energy released by the spectators, to Npart. However, in a
collider experiment, some spectator nucleons will be bound into light nuclear fragments and
escape detection. This effect becomes quantitatively important for peripheral events. As a con-
sequence, the relation between EZDC and Npart will neither be linear nor, in fact, monotonic.

A possibility, already adopted by the RHIC experiments, is to correlate the ZDC
measurement with another quantity that has a rather broad, but monotonic, relation with Npart.
It is then possible to define, along this correlation, classes of events corresponding to given
fractions of the total Pb–Pb inelastic cross section. One can then assign to each class the
Npart range corresponding to such fractions, calculated using the Glauber model or an event
generator.

In the following, we show in detail how the outlined methods can be applied to the
determination of the centrality of the collision in ALICE. In particular we concentrate on
the use of EZDC for such a study, suitably complemented with inputs from other detectors.

6.1.2.1. Use of ZDCs for centrality selection. The design of ZDCs, as well as their
integration in the set-up and the achievable energy resolution have already been described in
detail in the ZDC TDR [124] as well as in Chapters 3 [3] and 5 of this document. Therefore,
in the following, we will essentially discuss the methods used to reconstruct the centrality
variables, starting from the simulated response of the ALICE ZDCs (see also Ref. [130]).

For this study about 103 events were generated with HIJING 1.36 [42, 131]. The
generation was performed in various centrality bins, covering the impact parameter range
0< b < 18 fm. In Fig. 6.1 we plot the impact parameter distribution of the generated events,
weighted by the interaction probability.

Each event is generated at the nominal interaction point (I.P.) since the possible smearing
of the vertex position due to the finite length of the diamond has no practical effect on the
response of the ZDCs, positioned at 115 m from the I.P. In ALICE, two sets of zero-degree
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Figure 6.2 The reconstructed energy distributions for the neutron (EZN) and proton (EZP) ZDCs
and for the forward electromagnetic calorimeter (EZEM). The total hadronic energy EZDC =

EZN + EZP is also shown.

calorimeters, symmetrically positioned with respect to the I.P., will be used. Each set is
composed by two devices, one for spectator neutrons (ZN), and one for spectator protons (ZP).
The hadronic calorimeters are complemented by a set of two very-forward electromagnetic
calorimeters (ZEM), covering the pseudo-rapidity range 4.8< η < 5.7. For this study, only
one of the two sets of hadronic calorimeters has been simulated, because of technical problems
connected with the use of a very long set-up inside the GEANT [132] simulation package. The
advantages coming from the use of two sets of ZDCs in the experiment will be discussed later
in Section 6.1.2.7.

The response of the detector, corresponding to the number of photoelectrons produced
in each detector for that event, is then digitized to ADC channels, taking into account
the electronic noise. Then, the incident energy is reconstructed using, for ZN and ZP,
the calibration point obtained from the position of the single neutron and proton peak,
corresponding to E = 2.7 TeV. These signals will indeed be available in the experiment, on
account of the large cross section for the electromagnetic dissociation process [133, 134] (see
also Ref. [124]). In Fig. 6.2 we show the reconstructed energy spectra for ZN, ZP and ZEM.
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Figure 6.3 Fit of the correlations between the number of generated spectators and the detected
energy.

6.1.2.2. Event-by-event determination of the centrality. The first procedure investigated
makes use of the correlations between the reconstructed energy in the ZDCs and the centrality
variables b and Npart as simulated in HIJING. As a first step the correlations between the
number of spectators neutrons Nspec,n and protons Nspec,p, and the energies EZN and EZP

reconstructed in ZN and ZP respectively, have been considered (see Fig. 6.3).
As it is well known, because of the incomplete fragmentation of spectator nucleons [135,

136] (see also [124]), the correlation between EZN and EZP and the centrality variables is no
more monotonic, but exhibits two different branches, one of them corresponding to events
from central to semi-peripheral, and the other one to peripheral events.

To take into account this effect, the two branches of the correlations EZN versus Nspec,n,
EZP versus Nspec,p and EZDC(= EZN + EZP) versus Nspec,tot = Nspec,n + Nspec,p have been fitted
with two polynomial functions, imposing the condition that the two functions assume the
same value for the abscissa corresponding to the value of the number of spectators where
the two branches meet (see Fig. 6.3). Then, the functions have been inverted so that each of
them describes one of the two branches of the correlation between detected energy and the
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Figure 6.4 Correlations between incident energy and the number of generated spectators in ZN
(upper left), in ZP (upper right) and in both hadronic ZDCs (bottom). The horizontal lines represent
spectator values in which the two functions are linked (see text for the values).

number of generated spectators. The resulting functions are plotted in Fig. 6.4 on top of the
corresponding correlations. The horizontal line in the plots indicates the number of spectators
N j

spec,n and N j
spec,p corresponding to the junction of the two branches. We get N j

spec,n = 100
and N j

spec,p = 70. The corresponding energy values are EZN = 162 TeV and EZP = 59.8 TeV.
In this way, each energy value in the ZDCs can correspond to two different values

for the number of spectators. The information provided by the forward electromagnetic
calorimeters allows us to remove this ambiguity. In practice, the correlation between the
number of spectators and the energy detected in the electromagnetic calorimeters was also
fitted with a polynomial function (see Fig. 6.5). The value of EZEM corresponding to
N j

spec = N j
spec,n + N j

spec,p is EZEM = 420 GeV. This value can be used as a threshold value for
discriminating, at fixed EZDC, between the two branches of Nspec vs. EZDC correlations.

Using the correlations defined in this section it is possible, from the three values
EZN, EZP and EZEM reconstructed in each event, to estimate the number of spectator
nucleons corresponding to that event. The number of participants is then readily obtained
by subtraction: Npart = A − Nspec.



ALICE: Physics Performance Report, Volume II 1491

 (TeV)ZEMZEME
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

sp
ec

sp
ec

N

0

20

40

60

80

100

120

140

160

180

200

Figure 6.5 Correlation between the number of generated spectators and the energy detected in
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Figure 6.6 Reconstructed number of participants as a function of the generated one (left), and
resolution on the Npart measurement (right).

Concerning the impact parameter, a similar procedure has been adopted, starting from the
correlations between the reconstructed energies in the ZDCs and the impact parameter given,
event by event, by HIJING.

The quality of the results obtained with the described reconstruction procedure can be
tested comparing, event by event, the values obtained for b and Npart to the corresponding
generated values.

Concerning Npart, we plot in Fig. 6.6 the correlation between the reconstructed (N rec
part) and

the generated (N gen
part) number of participants. One can see that, for all centralities, N rec

part ∼ N gen
part,

i.e., there is no significant bias in our procedure. The N rec
part resolution, as a function of

centrality is also shown in Fig. 6.6. It is below 10% for Npart & 250 and becomes larger
than 50% only for very peripheral events (Npart < 25). Concerning b, we also have a good
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Figure 6.7 Impact parameter reconstruction: correlation with simulated b (left), resolution on b
as a function of the generated impact parameter (right).

agreement between brec and bgen (see Fig. 6.7 (left)), for all centralities. The resolution on the
reconstructed values of b, as can be deduced from Fig. 6.7 (right), is of the order of 1 fm over
the whole centrality range.

6.1.2.3. Centrality classes in the event-by-event method. The generated events were divided
into six centrality classes using the following bgen ranges:

• class 1: 0< b < 3 fm
• class 2: 3< b < 6 fm
• class 3: 6< b < 9 fm
• class 4: 9< b < 12 fm
• class 5: 12< b < 15 fm
• class 6: 15< b < 18 fm.

With the method described in the previous section we can easily obtain the corresponding
centrality classes in the brec variable. The event distributions vs. bgen and brec are shown in
Fig. 6.8. In Table 6.1 the mean value and r.m.s. of bsim and brec for each class are reported.

For each class, 〈brec
〉 and 〈bgen

〉 differ by less than 0.3 fm, showing that this method does
not induce any significant bias in the centrality determination. We can note that the r.m.s. for
each class is significantly smaller than the separation between consecutive classes, i.e., the
overlap between the centrality bins is rather limited. In fact, the small number of bins chosen
for this analysis is mainly due to the rather small statistics available. As will be seen later
in Section 6.1.2.7, a larger number of bins can be safely defined, still keeping a reasonable
separation between adjacent centrality classes.

A similar exercise has been carried out for Npart, using the following definitions for the
six N gen

part classes:

• class 1: 378< Npart < 414
• class 2: 278< Npart < 378
• class 3: 143< Npart < 278
• class 4: 50< Npart < 143
• class 5: 8< Npart < 50
• class 6: 0< Npart < 8.
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Figure 6.8 Left: centrality classes defined on the generated event sample. Right: the same
centrality classes as obtained with the event-by-event reconstruction.

Table 6.1 Mean value and r.m.s. of simulated and reconstructed impact parameter in six centrality
classes.

b range (fm) 〈bgen
〉 (fm) 〈brec

〉 (fm) r.m.s. bgen (fm) r.m.s. brec (fm)

0–3 2.0 2.3 0.7 0.8
3–6 4.6 4.7 0.8 1.1
6–9 7.6 7.9 0.9 1.4
9–12 10.6 10.5 0.8 1.5

12–15 13.5 13.4 0.8 1.5
15–18 15.8 15.7 0.6 0.5
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Figure 6.9 Generated (left) and reconstructed (right) centrality classes in Npart variable.

The width of these classes was chosen in such a way that each class selects the same
fraction of the total hadronic cross section selected in the corresponding b classes defined
before. In Fig. 6.9 we show the event distributions vs. N gen

part and N rec
part. In Table 6.2 the mean

value and RMS of N gen
part and N rec

part for each class are reported.
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Table 6.2 Mean value and r.m.s. of the simulated and reconstructed number of participants in the
six centrality classes defined.

N gen
partrange 〈N gen

part〉 〈N rec
part〉 r.m.s. N gen

part r.m.s. N rec
part

378–414 393 392 12 17
278–378 317 315 27 38
143–278 207 209 40 47

50–143 93 110 31 53
8–50 24 29 16 30
0–8 3 5 3 3

Table 6.3 Mean values of the reconstructed Npart for the three different simulated backgrounds.

Nsim
part range 〈N sim

part〉 〈N reco
part 〉 〈N reco

part 〉 〈N reco
part 〉

HIJING 0.5 × HIJING 2 × HIJING

378–414 393 392 402 379
278–378 317 315 338 309
143–278 207 209 221 192

50–143 93 110 97 103
0–50 18 21 20 22

The centrality selection shown here is based on sharp cuts on the impact parameter value.
There are of course several ways of defining centrality intervals. Another common choice is
to define centrality bins as fractions of the inelastic Pb–Pb cross section. An example of such
a selection will be discussed later, in Section 6.1.2.7.

6.1.2.4. Discussion on the event-by-event determination of centrality. As we have shown, the
method described allows an event-by-event estimation of centrality. However, since it is based
on the parametrization of simulated correlations, it is, in principle, sensitive to the choice of
the event generator. Therefore, we tried to estimate to which extent the reconstructed values
of b and Npart depend on the assumed model. For this purpose we made a very simple test,
consisting in varying the size of the HIJING ‘background’ contribution, i.e., the fraction of
the signal in the ZDCs not due to spectators. Then we reconstructed again, event-by-event, b
and Npart, without re-fitting the b vs. EZDC and Npart vs. EZDC correlations. This is equivalent
to considering a situation where the experimental background is different from the simulated
one. We have performed two tests, respectively doubling and halving the HIJING background
levels. We find that the contribution to the ZDC signal due to background is sizeable for central
events only. For such events, the number of participants and secondaries emitted within ZDC
pseudo-rapidity acceptance is the highest and the number of spectators is low.

The consequences on the reconstructed values of b and Npart are negligible, except for
very central events. This can be seen by looking at Table 6.3, where we compare, for five Npart

classes (we have grouped for this study the more peripheral bins), the average value of N gen
part

with the N rec
part values obtained for the three background simulations (HIJING, 0.5 × HIJING,

and 2 × HIJING). The bias on the determination of 〈Npart〉 is always below 5%. Moreover, the
resolution on Npart is not significantly worsened. We conclude, therefore, that the proposed
method has a slight dependence on the event generator used for simulation, but it can be
safely used to provide an event-by-event evaluation of the centrality of the event.

6.1.2.5. Determination of centrality from the EZDC vs. EZEM correlation. The centrality of
the collision can also be estimated by making use of the correlation between the reconstructed
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Figure 6.10 Correlation between EZDC and EZEM. The cuts used to define the six centrality
classes are also indicated.

EZDC and EZEM values. The underlying assumptions are that the most central events
correspond to the region where EZEM reaches its maximum and EZDC is very low, and that,
starting from that region and following the shape of the correlation, b increases monotonically
(or alternatively, Npart decreases monotonically). In practice, one defines centrality classes by
means of cuts perpendicular to the EZDC versus EZEM correlation. In this way, it is possible to
create centrality classes corresponding to well-defined percentiles of the total hadronic cross
section: ∫

EZEM,i

∫
EZDC,i

d2σ

dEZEMdEZDC
dEZEMdEZDC =

bi∫
0

db
dσ

db
= xi × σtot,

where i refers to the selected region in the EZDC–EZEM plane, corresponding to an impact
parameter range 0 < b < bi , and xi is the selected fraction of the total (inelastic) cross
section. The corresponding number of participants, Npart,i , can be calculated using the Glauber
model or from the HIJING event generator.

To compare the performance of this method directly with the event-by-event method, six
classes have been defined, each one selecting fractions of the total cross section corresponding
to the same b values used in the study of the event-by-event method. In Fig. 6.10 the EZDC

versus EZEM correlation is shown, together with the cuts used to select the five centrality
classes.

The b and Npart distributions obtained for the five classes are plotted in Fig. 6.11. In
Table 6.4 the mean values obtained for each centrality class are compared to the simulated
ones. One can see that the reconstructed and simulated 〈b〉 and 〈Npart〉 are in good agreement
for both methods.
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Figure 6.11 b and Npart classes defined using the EZDC vs. EZEM correlation.

Table 6.4 Impact parameter and number of participants, as reconstructed from the six centrality
classes defined with the EZDC vs. EZEM correlation.

σ /σinel (%) bgen range 〈bgen〉 (r.m.s.) 〈breco〉 (r.m.s.) 〈N gen
part〉 (r.m.s.) 〈N reco

part 〉 (r.m.s.)

0–3.6 0–3 fm 2.0 (0.7) 2.2 (0.8) 393 (12) 393 (15)
3.6–14.6 3–6 fm 4.6 (0.8) 4.7 (1.1) 317 (27) 323 (33)

14.6–32.8 6–9 fm 7.6 (0.9) 7.4 (1.1) 207 (40) 217 (45)
32.8–58.3 9–12 fm 10.6 (0.8) 10.6 (1.2) 93 (31) 94 (41)
58.3–90.3 12–15 fm 13.5 (0.8) 13.4 (1.3) 24 (16) 37 (52)
90.3–100 15–18 fm 15.8 (0.6) 16.0 (0.8) 3 ( 3) 4 ( 2)

It should be underlined that this method, being exclusively based on experimental
quantities, does not depend on the particular model used for the simulation and is essentially
not sensitive to the level of background contamination.

6.1.2.6. Comments on the determination of Npart. In the previous section we showed a way
of relating the differential cross section d2σ/dEZEMdEZDC in the measured variables EZEM

and EZDC to the differential cross section in the b variable. On account of the geometrical
meaning of such variable, the shape of dσ/db is, except for very peripheral events, model-
independent and simply given by dσ/db = 2πb. This allows a robust determination of the b
interval relative to a certain event sample. If one wants to determine the corresponding Npart

interval, one can either rely on the Glauber model or use a Monte Carlo event generator like
HIJING. Comparing the correlation between b and Npart calculated in these two ways, we find
that HIJING gives, at fixed b, a slightly larger Npart (see Fig. 6.12). The detailed reason for
such a discrepancy is still under investigation. Anyway, also RHIC experiments have found
that the calculation of some geometrical quantities related to nucleus–nucleus collisions (e.g.
eccentricity) gives different results when performed in an analytical Glauber calculation or via
a Monte Carlo implementation of the Glauber model. For the time being, we have quantified
the influence of this systematic shift on the determination of 〈Npart〉 corresponding to a certain
centrality class.

Using the correlations provided by the two different models, we calculated for each of the
centrality classes defined in the previous sections the difference1Npart between the estimated
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Figure 6.12 Number of participants as a function of the impact parameter for Pb–Pb collisions at
√

sN N = 5.5 TeV: Glauber model (solid line) and HIJING (points).

Table 6.5 Npart reconstruction using Glauber and HIJING models. |1N reco
part | is calculated as:

|1N reco
part | = (〈N reco

part 〉HIJING − 〈N reco
part 〉GLAUBER)/〈N reco

part 〉HIJING.

Npart range |1N reco
part |

378–414 2%
278–378 6%
143–278 11%

50–143 20%
0–50 21%

average number of participants. We find that1Npart is negligible for central events and reaches
1Npart = 20 for centrality classes corresponding to intermediate b values. The result is shown
in more detail in Table 6.5, for five centrality bins. We conclude that, although the effect is
small, it must be taken into account when comparing, for example, the experimental results
with the output of theoretical models.

6.1.2.7. Fast simulation of the ZDC response. The full simulation used in the previous
sections for the study of the centrality determination is somewhat limited by the event
statistics. It is therefore desirable to develop a tool for a more accurate investigation of the
physics performance of the apparatus. This has been done by preparing a fast simulation of
the ZDC response, based on the parametrization of the results obtained in the full simulation.
One of the possible applications of the fast simulation is the study of the physics issues
related to the availability of two identical sets of ZDCs, positioned at opposite sides with
respect to the I.P. As already noted in Section 6.1.2.1, in the full simulation only one
set of detectors was taken into account, because of technical problems connected with the
extremely large length (∼250 m) of the set-up that would have to be used otherwise inside
GEANT.
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Table 6.6 Parameter values for the ZN, ZP and ZEM response.

i, j a b c

ZN,n (Nspec,n 6 100) −0.07269 2.287920 11.921710
ZN,n (Nspec,n > 100) −0.190932 37.812280 −1709.259672
ZP,p (Nspec,p 6 70) −0.007283 1.321353 3.550697
ZP,p (Nspec,p > 70) −0.310786 42.643308 −1402.945615
ZEM,tot 0.030790 −23.678061 3551.461324

i, j α β γ δ

ZN,n 4.2 × 10−5
−0.4986 × 10−2 0.249020 6.268601

ZP,p 3.0 × 10−5
−0.2730 × 10−2 0.198875 3.573390

ZEM,tot 0 −0.1592 × 10−2
−1.414557 397.308402

The fast simulation is based on the parametrization of the response of ZN, ZP and ZEM,
as a function, respectively, of the number of spectator neutrons Nspec,n, spectator protons
Nspec,p and their sum Nspec,tot. For each detector we parameterize the average detected energies
〈EZN(Nspec,n)〉, 〈EZP(Nspec,p)〉, 〈EZEM(Nspec,tot)〉, and their r.m.s. σEZN(Nspec,n), σEZP(Nspec,p)

and σEZEM(Nspec,tot). The parametrization of the average energies is of the following kind:

〈Ei (Nspec, j )〉 = a × (Nspec, j )
2 + b × Nspec, j + c (6.1)

while their dispersions are given by

σEi (Nspec, j )= α× (Nspec, j )
3 +β × (Nspec, j )

2 + γ × Nspec, j + δ. (6.2)

The parameter values are listed in Table 6.6.
We assume that the response of the ZDCs on the two sides of the I.P. can be parametrized

by the same set of functions. This assumption should be not too far from reality, in view of
the substantial symmetry of the set-up and of the fact that the detectors are identical. Small
differences might be expected only for the ZPs, on account of the slight asymmetry of the
beam optics elements on the two sides (muon arm dipole on one side vs. set of correcting
magnets on the other side).

Having parametrized the detector response, a large event sample can be simulated
generating Pb–Pb events with an event generator, without tracking any particle in the set-
up. To test the fast simulation, 4 × 104 events were generated using HIJING. By using the
above-defined parametrizations, it is possible to build the EZDC vs. EZEM correlation, where
EZDC = EZN + EZP. Such a correlation, as explained in Section 6.1.2.5, can be directly used to
define centrality classes corresponding to various fractions of the inelastic cross section σ inel

PbPb.
As in that section, we have selected event classes by means of cuts perpendicular to the axis
of the correlation, following its typical pattern (EZEM decreases monotonically from central to
peripheral events, while EZDC first increases and then decreases because of the increasing loss
of nuclear fragments). The correlation corresponding to the sum of the ZDC energies on the
two sides was used. The centrality bins are shown in Colour Figure III. For the most central
events (from 0% to 20% of the inelastic cross section) a finer binning was chosen, followed
by a relatively coarser selection.

For each centrality bin it is possible to calculate the theoretical Npart distribution by
simply selecting, in the generated Npart plot, event classes corresponding to the various
percentages of σ inel

PbPb that one wants to investigate. These Npart classes can then be compared
to the Npart distributions relative to each of the bins defined on the EZDC vs. EZEM correlation.
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Figure 6.13. The Npart distribution measured for the 5–10% centrality sample. The curve
represents a fit, obtained starting from the corresponding theoretical Npart distribution, enlarged
by introducing a certain σNpart , which is the fit parameter. For this bin we get σNpart = 15.

Such distributions include the smearing effects due to the energy resolution of the calorimeter.
The comparison is shown in Colour Figure III.

It can be seen that, in spite of the observed smearing of the Npart classes, a clear separation
between adjacent classes is visible. To quantify the resolution on the Npart measurement, we
have calculated, bin per bin, the smearing that has to be applied to each of the distributions
contained in the left plot in Colour Figure III in order to get the smeared distributions.
This has been done by means of a fitting procedure, whose result is shown, for one
centrality bin, in Fig. 6.13. Finally, in Table 6.7, we show for the various centrality bins
the simulated and reconstructed average Npart values, together with the estimated centrality
resolution.

It can be seen that the 〈N REC
part 〉 values are always in good agreement with the corres-

ponding 〈N SIM
part 〉, indicating that the adopted method for the bin selection (cut on the EZDC

vs. EZEM correlation) is substantially correct. Concerning the centrality resolution, the values
range from ∼4% for central events to ∼60% for very peripheral events. This loss of resolution
in the peripheral region should be ascribed mainly to the ‘bending’ of the correlation due to
the formation of nuclear fragments. Anyway, with the chosen bin size, the separation between
adjacent classes still looks satisfactory.

Finally, it must be noted that it would be interesting to perform the same kind of study
with other combinations of centrality-related observables. In this respect, the most promising
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Table 6.7. Results of the fast simulation for the Npart binning.

σ inel
PbPb (%) 〈N SIM

part 〉 〈N REC
part 〉 σ(Npart)

0–5 386 384 14
5–10 329 328 15

10–15 276 275 15
15–20 231 229 17
20–30 177 174 19
30–40 120 119 21
40–50 77 77 18
50–60 46 48 12
60–70 25 24 10
70–80 13 12 8
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Figure 6.14. Starting from the theoretical Npart distribution for the 5–10% centrality sample
(continuous lines), the corresponding distributions from the EZDC vs. EZEM correlation are shown,
with EZDC corresponding to the sum of the hadronic energy on the two sets of ZDCs (dashed line)
or to the energy on one side only (dotted line).

possibility is the study of the correlation between EZDC and the charged multiplicity Nch,
calculated with the SPD information using the algorithms described in Section 6.1.3.1. Such
a study is foreseen and will be performed in the near future.

6.1.2.8. Correlations between the response of the two sets of ZDCs. The use of two
symmetrically positioned sets of ZDCs offers several advantages. First of all, by detecting
spectator nucleons on the two sides, it is possible to increase the resolution on the Npart

determination, since the event-by-event effect of the relative fluctuations between the number
of spectator nucleons for the two nuclei is minimized. This effect is shown in Fig. 6.14 where
we plot, for the 5–10% centrality bin, the reconstructed Npart distributions using either one or
two sets of ZDCs to define EZDC. The increase in resolution deriving from the use of the two
sets of ZDCs is clearly visible.



ALICE: Physics Performance Report, Volume II 1501

)TARG
spec + N

PROJ
spec)/(NTARG

spec - N
PROJ
spec(N

-1 -0.8 -0.6 -0.4 -0.2 -0 0.2 0.4 0.6 0.8 1

E
ve

n
ts

0

2000

4000

6000

8000

10000

12000

14000

16000

18000

20000

Figure 6.15. The asymmetry in the number of spectators for the two colliding Pb ions,
for minimum-bias collisions. The continuous line is the HIJING distribution, the dashed line
represents the same quantity for the free spectator nucleons, i.e., the ones not bound into nuclear
fragments.

On the other hand, we have investigated the possibility of studying the correlations
between the number of spectator nucleons N 1

spec and N 2
spec for the two colliding nuclei.

Using HIJING as an event generator, we have tried to see if possible asymmetries between
the spectator emission on the two sides can be detected with a reasonable resolution.
Unfortunately, it turns out that such effects are heavily masked by the (stochastic) formation
of nuclear fragments that removes a considerable number of spectator nucleons from the ZDC
acceptance. As an example, in Fig. 6.15 we show the relative asymmetry between the number
of spectator nucleons on the two sides, both at the generator level and after the formation
of nuclear fragments. It can be seen that the small asymmetry present in the HIJING event
sample is largely washed out when one looks at the asymmetry between the detected spectator
nucleons, i.e., the ones that are not bound into fragments. Therefore, the accuracy with which
asymmetries between the spectator emission on the two sides can be detected appears rather
limited. Only for central events, where the formation of nuclear fragments is less important,
could one reasonably look for emission asymmetries. However, the small number of nucleons
emitted in this case makes it difficult, even in this case, to distinguish genuine correlation
effects from trivial stochastic fluctuations.

6.1.2.9. Determination of the reaction plane with the ZDC. The ZDCs can provide
information not only on the magnitude of the impact parameter vector, and therefore on the
centrality of the collisions, but also on its direction.

Thanks to the four tower segmentation, the neutron zero-degree calorimeter (ZN) can be
considered as a rough position sensitive device. This localizing capability can be used to re-
construct, event by event, the centroid of the spectator neutrons spot on the ZN front-face. The
centroid coordinate is sensitive to the directed flow v1 (‘bounce off’) of the spectator neutrons
and therefore its measurement allows to reconstruct the 1st-order event plane. The event plane
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Figure 6.16. Resolution on the x–coordinate of the centroid as a function of the neutron
multiplicity.

resolution that the ZN calorimeter will provide depends on the magnitude of the directed
flow v1 of spectator neutrons, which is expected to be quite large (≈20%) and independent of
beam energy. WA98 at the SPS measured a directed flow of protons of the order of 20% in the
target fragmentation region [137]. Furthermore, STAR measurements of v1 among charged
particles [138] are in good agreement at forward rapidities with NA49 measurements [139],
when plotted as a function of y − ybeam. This observation is consistent with the hypothesis of
‘limiting fragmentation’ [140] in this region and may suggest that v1 among spectator
nucleons could be independent of beam energy between SPS and RHIC [141].

The first information we need in order to estimate how well the reaction plane can be
estimated by means of the ZN calorimeter, is the resolution on the centroid of the spectator
neutrons spot on the ZN. The centroid resolution is estimated by means of a simulation, where
spectator neutrons (2.76 TeV) are generated with a momentum distribution taking into account
Fermi momentum and a transverse Pb beam divergence at the interaction point of 30µrad. A
GEANT–based simulation code tracks the neutrons in the calorimeter, where the hadronic
shower deposits light in the four towers. The centroid of the spectator neutron spot on the ZN
front–face is estimated by means of the relations [142]:

x = c

∑4
i=1 xiwi∑4

i=1wi

, y = c

∑4
i=1 yiwi∑4

i=1wi

, with wi = Eα
i , (6.3)

where xi and yi are the coordinates of the centre of the i-th tower and Ei is the light in
the i -th tower. α and c are free parameters introduced in order to get accurate reconstructed
impact coordinates. The difference between the centroid reconstructed by the ZN and the
true one, known from simulation, is calculated for the x and y coordinate for different
neutron multiplicity. The resolution on the centroid coordinate, which is the RMS of these
distributions, decreases as the neutron multiplicity grows, as shown in Fig. 6.16. A centroid
resolution less than 1 mm can be achieved for neutron multiplicity greater than 20.



ALICE: Physics Performance Report, Volume II 1503

 (degrees)RPϕ  -ZDCϕ
-150 -100 -50 0 50 100 150

C
o

u
n

ts

0

5

10

15

20

25

2x10

 (degrees)
RP

ϕ  -
ZDC

ϕ
-150 -100 -50 0 50 100 150

C
o

u
n

ts

0

10

20

30

40

50

2x10

Figure 6.17. Event plane resolution: on the left v1 = 5% and nneutr = 5, on the right v1 = 20%
and nneutr = 40.

The information on the centroid resolution was used in a fast simulation in order to
estimate the resolution on the event plane reconstructed by means of the ZN calorimeter.
Spectator neutrons (2.76 TeV) on one side of the interaction point (I.P.) are generated with
a momentum distribution that takes into account Fermi momentum, a transverse beam
divergence at I.P. = 30µrad and a transverse beam size at I.P. = 16µm. A random reaction
plane azimuth (ϕRP) is assigned to each event and a directed flow of spectator neutrons v1 is
introduced following standard prescriptions [143]. By means of this simulation a parametric
study of the event plane resolution as a function of the neutron multiplicity nneutr was
performed for three different values of the directed flow of spectator neutrons v1 = 5%,
10%, 20%. Figure 6.17 illustrates two examples of distributions of the difference between
the event plane azimuth, measured from the reconstructed centroid of the spectator neutrons
spot on the ZN (ϕZDC), and the input reaction plane azimuth (ϕRP). The distributions are fitted
with the superposition of a Gaussian plus a constant function. The event plane resolution,
i.e. the variance of the Gaussian function, is 72◦ when v1 = 5% and nneutr = 5 and 47◦

when v1 = 20% and nneutr = 40. The corresponding r.m.s. values for the two distributions are
100◦ and 75◦.

The results of the parametric study are summarized in Fig. 6.18, where two estimators
of the event plane resolution, the variance of the gaussian fit of the distribution ϕZDC −ϕRP

(left) and the mean cosine of the angular difference 〈cos(ϕZDC −ϕRP)〉 (right), are plotted as
a function of nneutr. We study six different nneutr values, from 5 up to 60, which is roughly
the maximum number of emitted neutrons, when the production of nuclear fragments in
the collision is taken into account. As expected the event plane resolution depends on the
magnitude of v1 and on a lesser extent on the neutron multiplicity. 〈cos(ϕZDC −ϕRP)〉 is
of the order of 0.40 in the case v1 = 20% and nneutr = 30, slightly better than the value
calculated for the STAR ZDC-SMD (≈0.34) [141]. In summary, an event plane reconstruction
algorithm, which makes use of one ZN calorimeter, has been presented and the resolution on
its determination has been calculated via Monte Carlo. In ALICE, thanks to the availability of
two such detectors, it will also be possible to estimate the event plane resolution directly from
the experimental data. This will be done through the well-known sub–event technique, using
the information from each ZN as sub-event.
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Figure 6.18. Event plane resolution expressed as the variance of the ϕZDC −ϕRP gaussian fit
(left) and as 〈cos(ϕZDC −ϕRP)〉 (right), as a function of neutron multiplicity. Circles, squares and
triangles correspond to v1 = 5%, 10%, 20% respectively.

6.1.3. Multiplicity determination using the SPD and the FMD. The hadron multiplicity is an
essential observable for the study of the event characterization in heavy-ion physics. The way
the initial energy available in the reaction is redistributed for producing particles in the final
state is strictly linked with the energy density ε reached in the early phase of the collision. It
is usually estimated through the Bjorken formula [112]:

εB j =
〈m t〉

2πR2
Aτth

(
dNch

dy

)
y=0

, (6.4)

where 〈m t〉 is the average transverse mass of the produced particles, RA is the nuclear radius,
τth is the thermalization time, and (dNch/dy)y=0 is the charged multiplicity at mid-rapidity.
This formula can be used in ALICE, since the appropriate conditions for its application (the
presence of a baryon-free mid-rapidity region, and a corresponding plateau in the multiplicity
distributions) should indeed be met. Of course, a suitable value of τth, an essential ingredient
in the calculation of ε, will have to be provided by theory.

Furthermore, the multiplicity information allows to constrain the hadroproduction
models. By studying the

√
s dependence of charged particle multiplicity, in various

rapidity ranges, one can get informations on the underlying dynamics of the particle
production mechanism, including an estimate, for example, of the relative contributions
of hard parton–parton scattering processes, governed by perturbative QCD, and of soft
processes, which can be described by phenomenological non-perturbative approaches. Theory
predictions for the multiplicity usually vary in a considerable way. At RHIC, for example, the
estimate of the various models for dNch/dη at mid-rapidity ranged from ∼600 to ∼1300 [144],
and most of them predicted values much higher than the actual measured value. Therefore an
experimental measurement of multiplicity is a top priority for an experiment like ALICE,
which will explore a still uninvestigated energy range.

Concerning lower energy experiments, many experimental measurements are currently
available, from AGS [145], SPS [116–119] and RHIC [105, 120–122, 129]. At SPS energies
(
√

s ∼ 20 GeV/nucleon), the Npart dependence of the multiplicity per participant pair at mid-
rapidity, dNch/dy|y=0/(0.5 · Npart), has been found to be rather flat. By parametrizing the
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scaling of dNch/dy as

dNch

dy

∣∣∣∣
y=0

= a · Nα
part, (6.5)

α values ranging from 1.00 to 1.10 were obtained. At SPS energy, the approximate scaling
with Npart of the multiplicity at mid-rapidity is usually understood as an indication that hard
scattering does not play an appreciable role. The numerical values of dNch/dy|y=0/(0.5 · Npart)

range from ∼1 at low SPS energy (
√

s ∼ 9 GeV/nucleon) to ∼2 at high SPS energy
(
√

s ∼ 17 GeV/nucleon).
At RHIC (

√
s = 65–200 GeV/nucleon), the multiplicity per participant is obviously

higher, due to the higher
√

s, with values ranging from ∼2.5 at
√

s = 65 GeV/nucleon, to
∼3.7 at

√
s = 200 GeV/nucleon, for central collisions. These data indicate an approximately

logarithmic scaling of the multiplicity per participant as a function of
√

s . Furthermore, the
mutliplicity per participant shows a clear increase with centrality. At

√
s = 200 GeV/nucleon,

for example, PHOBOS measures a ∼35% rise in this quantity between peripheral and central
events [129]. This result shows that new features appear in the particle production mechanism
at RHIC with respect to the SPS. Various theoretical models have been developed, in order to
explain these new features. In a first, phenomenological approach, Kharzeev and Nardi [111]
have expressed the measured dNch/dη||η|<1 as the sum of two terms, one proportional to Npart

(soft component) and one proportional to the number of nucleon–nucleon collisions Ncoll

(hard component):

dNch

dη
= (1 − x)npp

Npart

2
+ xnpp Ncoll, (6.6)

where npp is the pseudo-rapidity density of charged particles, measured in pp collisions at the
same nucleon–nucleon centre-of-mass energy. By fitting the measured data as a function of
centrality, they found x = 0.09 at

√
s = 130 GeV. In the spirit of this simple model this means

that 37% of the observed multiplicity has been produced in hard processes.
A more conceptual approach, based on the parton saturation concept, has been

successively developed and has been found to describe rather well the RHIC data [146].
Basically, in the low-x regime probed at RHIC energies, an incoming parton probes a
transverse area 1/Q2 inversely proportional to the momentum transfer Q2. When Q2 is lower
than a certain value Q2

s , the parton system starts to appear dense to the incoming probe
(saturation), and a different theoretical approach, based on the so-called classical Chromo-
Dynamics, must be adopted. In this framework, the multiplicity scales in first approximation
with the number of participants, but there are important logarithmic corrections from the
evolution of the parton structure functions with the saturation scale Q2

s . It turns out that
also this approach reproduces in a satisfactory way the observed centrality dependence of
charged multiplicity, showing that high density QCD effects probably play an important role
in determining the global event features of at RHIC energies.

In the following sections we will show how relatively simple estimators of the charged
multiplicity can be built, and we will study their properties. For the central pseudo-rapidity
region, the two innermost layers of the ITS [1] will be used for the determination of the density
of charged particles, while in the forward region the FMD [123] will be used.

6.1.3.1. Measurement of multiplicity and dNch/dη in ITS. The measurement of the charged
particle multiplicity and the reconstruction of the pseudo-rapidity η in the barrel region can
be efficiently performed with the two SPD layers of the ITS.

In the following we consider the reconstruction of the pseudo-rapidity (η) distribution and
the measure of the multiplicity for charged particles in the central (|η|< 0.5) and in the full
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acceptance regions (|η|< 2 for layer 1, |η|< 1.4 for layer 2). The resolution is determined as
a function of the multiplicity.

Two different methods are considered:

1. Counting of the number of clusters Nc for each layer, where a cluster is defined by a
number of contiguous pixels with a signal exceeding a defined threshold.

2. Counting of the number of tracklets Nt, where each tracklet is defined by the association
of the clusters in the two layers. The association is done by considering a straight line
extrapolated to the primary vertex, assumed to be known [147], and within a fiducial
window. This window is defined by the cuts on the longitudinal and radial residuals, i.e.
the differences between the coordinates of the centre of the cluster with respect to the
expectation from the straight line. This method is somewhat similar to the one used by
PHOBOS [105] for multiplicity studies at RHIC.

In both cases the pseudo-rapidity η is evaluated by considering a straight line to the vertex.
Measurement errors and resolutions are then reported for both methods.

The simulation requires a complete description of the detector response, and an algorithm
for clusters identification [19, 20].

In principle, a special running session with the L3 magnetic field off will offer the
best configuration for this measure. For this reason most of the simulations were performed
without magnetic field. Subsequently, the effect of the field was studied with a dedicated
simulation, with different field values.

A sample of about 1000 events was generated with HIJING 1.36 and tracked in the
ALICE apparatus. The impact parameter was generated with a flat distribution in order to
increase the statistics in the central class, then the appropriate weights were introduced in
order to reproduce a minimum bias distribution. A special sample of very low-multiplicity
events was also generated using a HIJING parametrization. As the acceptance and then the
measured multiplicity depend on the vertex longitudinal position zv, a scan on several zv

values was also performed.
The correlation between the generated and the reconstructed multiplicities is shown in

Fig. 6.19 for zv = 0. Here dN/dη indicates the charged multiplicity in the central unit of η.
The reconstructed dN/dη is evaluated by counting the number of clusters Nc in either

layer 1 or layer 2 (top and middle plots), or by counting the number of tracklets (bottom).
The statistical errors are smaller than the size of the symbols in figure. The hit multiplicities
Nh produced by the primary particles are also reported, where a hit is defined as the crossing
of a particle on a layer through its sensitive volume. There is almost no difference between
Nc and Nh in layer 1 (upper plot), both being slightly lower than the ideal value (the straight
line, corresponding to the diagonal) due to small geometrical losses and cluster merging at
high multiplicity. On the contrary, Nc is enhanced in layer 2 (central plot) by the secondaries
produced in the inner layer and by the double hits of the tracks due to the ‘turbo geometry’.
In such a geometry, the pixel ladders are not perpendicular to the radial direction, but slightly
tilted. In this way there is a superposition between the edges of adjacent ladders.

The situation for the tracklets is close to that of layer 1, but at high multiplicity some
inefficiency is visible (bottom plot). In principle, the second method (tracklets) should be
cleaner, allowing for background rejection (noise, secondary particles), but the association
efficiency decreases as a function of the multiplicity. On the contrary, the first method is
more reliable at high multiplicity, as the statistical fluctuations become negligible. However,
the level of background can have a large influence on the cluster number. Similar results are
observed considering the full η range.
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Figure 6.19. Number of hits and clusters for layer 1 (top) and 2 (centre) and number of tracklets
(bottom) in the central unit of η as a function of the generated multiplicity. The straight line
corresponds to the diagonal. The longitudinal vertex position is fixed to zero.

In order to study the dependence on the vertex position, Pb–Pb events were generated
with different zv from 0 up to ±10 cm (about two times the expected standard deviation of the
primary vertex diamond). The resulting acceptances for the two layers are shown in Fig. 6.20
where the ratio between the number of hits on the detector and the number of generated
particles is shown as a function of zv. We note also that due to the vertex spread, the acceptance
in η for the second layer can be increased up to about |η|< 1.5.

In Fig. 6.21 and 6.22 the number of clusters and tracklets is reported as a function of the
noise level for low (dN/dη = 40) and high (dN/dη = 3750) multiplicity, respectively. The
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Figure 6.20. Ratio between the number of hits and the number of generated particles as a function
of the vertex longitudinal position, for the first (up) and second layer (bottom) respectively.

expected value of the noise corresponds to the first point of the plots (280 electrons); the
considered range goes to very high noise level in order to study our sensitivity up to the worst
conditions.

It can be seen that when the noise level exceeds a value of about 550 electrons the
multiplicity of the clusters starts to increase, in particular for layer 2. At low multiplicity
the number of tracklets remains almost constant up to the larger noise level (Fig. 6.21). As the
tracklets are constructed starting from the clusters on layer 1 and looking for a corresponding
cluster in layer 2 within a fiducial window [148], at low multiplicity even a loose selection
of the fiducial window is enough to reject the background. However, at higher multiplicity,
the number of tracklets follows the increase of the number of clusters in layer 1 (Fig. 6.22,
full triangles). A more severe window definition is therefore needed in order to reject the
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Figure 6.21. Number of clusters and tracklets as a function of the noise level for a low multiplicity
event.

Noise (electrons)
300 400 500 600 700

M
u

lt
ip

lic
it

y

2000

3000

4000

5000

6000

7000

8000

Noise (electrons)
300 400 500 600 700

M
u

lt
ip

lic
it

y

2000

3000

4000

5000

6000

7000

8000
Clusters layer 2

Clusters layer 1

Tracklets (looser cut)

Tracklets (tighter cut)

Figure 6.22. Number of clusters and tracklets as a function of the noise level for a high multiplicity
event. Two different sizes of the tracklet fiducial window are considered.

noise, even if the overall efficiency is strongly decreased (Fig. 6.22, open triangles). As the
clusters associated to the tracks in layer 2 are with more probability made of more than
one pixel (because of the ‘turbo’ geometry), while the noise typically excites single pixels,
one could avoid the use of single pixel clusters of layer 2 for the tracklets construction.
This selection removes almost all the noise with a global decrease of the efficiency (as
some true tracks are also removed) in a way much similar to the previous case. Finally,
we note that the noise due to electronic cross talk is negligible. A more detailed study
of the tracklets efficiency in different conditions and with different methods can be found
in Ref. [148].
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Figure 6.23. Reconstructed multiplicity as a function of the magnetic field intensity. For tracklets
two different cuts on the fiducial window are considered.

The previous analysis was performed under the condition of no magnetic field. In
Fig. 6.23 the measured multiplicity is reported as a function of the magnetic field intensity.
The field values are those foreseen to be used in the ALICE experiment (0.2, 0.4 and 0.5
Tesla). It can be seen that the number of clusters in the first layer is insensitive to the field,
whereas the number of clusters in the second layer and therefore the number of tracklets is
slowly decreasing with increasing field strength. This is mainly due to the tracks of very low
momentum which are unable to hit the second layer.

For tracklets two different cuts on the fiducial window are used. It can be seen that in
the presence of the magnetic field the efficiency strongly depends on the size of the fiducial
window.

An example of dN/dη reconstruction is reported in Fig. 6.24 for multiplicity dN/dη '

3000 and B = 0.4 T. Events were generated with random vertex longitudinal position in the
range ±5 cm. The full line corresponds in both plots to the generated η distribution. In the
upper picture the distributions obtained with hits (squares) and clusters (points) in the first
layer are shown. A clear discrepancy between the distributions which increases with |η| can
be seen, as a consequence of the displacement of the main vertex. Also, some background is
present in the clusters, again increasing with increasing |η|.

In the bottom picture the generated distribution is compared with the reconstruction
performed with the tracklets, with and without the geometrical acceptance correction
(triangles and open circles respectively). A good agreement is obtained in this last
case, also outside |η|< 1.4, which is the geometrical limit corresponding to zv = 0. The
underestimation of the central dN/dη observed for the uncorrected distribution is due to the
presence of several geometrical holes, corresponding to the junctions of the ladders. They
occur at pseudo-rapidity η = ±1.35 (first layer), η = ±0.8 (second layer) and η = 0 (both
layers).

At high multiplicity the statistical fluctuations are completely negligible compared with
the systematic effects (see Figs. 6.19 on page 1507 and 6.37 on page 1521). These effects
are accounted for by the simulation, the main source being the production of background
secondaries.
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Figure 6.24. Generated and reconstructed η distribution, for B = 0.4 T.

At very low multiplicity fluctuations become dominant, as shown in Fig. 6.25, where on
the left side the reconstructed dN/dη is shown as a function of the generated dN/dη, for each
method. Two hundred events were generated for each multiplicity bin, and the distribution
of the difference between reconstructed and generated dN/dη was fitted by a Gaussian. The
resulting σ parameter is plotted as error bar on the same plot. The corresponding relative error
σ/(dN/dη) is shown in the same figure (right side). It can be seen that a very low dN/dη
('10) can be measured within a 10% relative error.
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Figure 6.25. Spread of the reconstructed dN/dη as a function of the generated dN/dη (left), and
relative error as a function of the generated dN/dη (right).

The resolution on the determination of the single track pseudo-rapidity can be seen
in Fig. 6.26, where a track-by-track distribution of the differences between generated and
reconstructed η is shown. A Gaussian fit gives σ = 0.002 η-units.

6.1.3.2. Multiplicity reconstruction by the Forward Multiplicity Detector (FMD). The
charged particle multiplicity measurement, which will be performed in ALICE by several
detector systems like ITS, FMD and PMD has several physics purposes. In Pb–Pb collisions,
the primary goal is to obtain information on the pseudo-rapidity density of charged particles
produced in the collisions, but interesting information on non-statistical fluctuation in the
particle yield as well as on the centrality of the collision can also be extracted.
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It is well known that high values of the number of participant nucleons Npart,
corresponding to the most central collisions, can be extracted by selecting events with high
charged multiplicity Nch. However, the systematic ambiguities in the correlation between Nch

and Npart impose an accuracy not worse than 10% in the determination of Nch in order to have
a meaningful physics measurement.

In order to reach such an accuracy for the FMD, a high granularity is obviously required.
In the final layout of the detector 512 rings and 20 sectors are foreseen for the inner crowns,
while the outer crown will be subdivided into 256 rings and 40 sectors (see Chapter 3
of Volume I [3] for details). Unfortunately, even with this granularity it turns out that the
occupancy in the detector for central events will be of the order of 100% or even larger. Using
HIJING for Pb–Pb collisions, we estimate an occupancy between 0.8 and 2.2 particles per pad
for the Si1 detector (inner) and between 0.4 and 0.9 for the other detectors. Therefore, it will
not be possible to determine the multiplicity by simply counting the pads which have fired,
due to the large contribution of hits from more than one incident particle.

A possibility to overcome this problem is to estimate the multiplicity per pad from
the measurement of the total deposited energy in that pad. This method might be affected
from sizeable systematic errors, due to the importance of the tails of the Landau energy loss
distribution. However, a special algorithm, tuned for an occupancy per pad between 4 and
8 particles was developed for the multiplicity estimate from deposited energy in order to
reduce these uncertainties. In this approach the charged particle multiplicity measured in a
strip or in a group of strips is obtained by dividing the total detected signal by the average
signal deposited by a single particle. Then, to give an estimate of the primary multiplicity,
the measured multiplicity must be corrected for the contribution of secondaries, as estimated
from a Monte Carlo simulation. The relative accuracy of the multiplicity determination can
be increased by adding signals from several strips, e.g. by summing over strips with different
azimuthal angles but with similar rapidities, or integrating over rapidity by grouping strips in
a given azimuthal sector.

The simulations were done by using a single central HIJING event for Pb–Pb, integrating
over strips in the interval 1.71< η < 3.58. The energy loss spectrum was generated by
assigning Landau responses to each detector hit. The reconstructed multiplicity was then
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Figure 6.27. Comparison between HIJING generated and reconstructed number of particles on
the Si1 detector (integrated over the detector acceptance).

obtained by counting the number of hits in energy intervals 1En around the n-th peak. An
iterative procedure was used to determine such intervals. In the first step the energy loss
corresponding to one particle was defined as the interval from zero to the minimum of the sum
of the Landau distributions corresponding to two particles hit on the pad (1E2). Similarly,
double hits were defined as energy deposited in the interval from 1E2 to 1E3, the latter
being the minimum of the sum of three Landau distributions, and so on. In the following step,
the set of interval boundaries1E2,1E3, . . .were adjusted in order to minimize the difference
between the generated and reconstructed multiplicity distributions. With this method, the
relative accuracy of reconstruction in different pseudo-rapidity intervals is of the order of 5%.

An alternative method, based on the counting of empty pads, was also developed. The
simulations show in fact that with the present geometry and granularity of the FMD, and for
a mean occupancy per pad ranging from 0.4 to 2.2, there is a statistically significant number
of empty pads when one considers 0.1 unit-wide pseudo-rapidity bins. Therefore, using the
Poisson statistics, the average occupancy λ can be determined as: λ= −lnP(0), where the
probability P(0)= Ne/Ntot is the ratio of the number of empty pads Ne to the total number of
pads Ntot in a certain1η = 0.1 interval. Then, the total multiplicity n can be simply calculated
as n = λ× Ntot.

In the present algorithm for the reconstruction of multiplicity in the FMD we assume that
the pad is empty when the ADC signal is below a given threshold, that will be chosen in order
to be below the signal of the minimum ionising particle, but higher than the noise level. The
fine tuning of the threshold must then be chosen in order to have a reconstructed multiplicity
as close as possible to the real one. The accuracy of this method is better than 3% as shown in
Fig. 6.27, where the comparison of the reconstructed and total generated particles (including
secondaries) is presented .

In order to obtain from the measured multiplicity the real primary multiplicity it is
necessary to subtract the contribution from secondary particles. It turns out that most of it
comes from the ITS detector structure and from the beam pipe. The correction coefficients as
a function of η have been determined using a simulation based on a sample of 200 HIJING
events with an impact parameter range 0< b < 11.2 fm. The results are shown in Fig. 6.28
for the complete η range covered by the FMD. The error bars plotted on this figure represent
the r.m.s. deviations of the reconstructed dN/dη distributions for a single event. The errors
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Figure 6.28. Rapidity dependence of the primary to total particles ratio.

on the mean values of the ratio primary/total (not plotted) are inversely proportional to the
square root of the number of simulated events.

The background correction procedure could be refined using the information from the
ITS detector. By determining the position of secondary re-interaction vertices and tracking the
corresponding background particles down to the FMD one could subtract their contribution
from the estimated multiplicity.

The apparent break in Fig. 6.28 at η = −3.6 is due to the different z-position of Si2 inner
(z = −83.4 cm) and Si3 (z = −345 cm) detectors. For Si2 the contamination by secondary
particles turns out to be smaller since this detector is closer to the interaction point. Finally,
when the ratios of Fig. 6.28 are computed for various centrality bins, the r.m.s. deviations are
much smaller for the most central events sample, since in this case the multiplicity per event
is large, leading to a smaller statistical error in the estimate of the ratio primary/total.

In Fig. 6.29 we show the reconstructed vs. generated primary multiplicity for some
specific rapidities.

A parameterization of the HIJING generator (80 events) has been used for this analysis.
The plots refer to 0.1-unit pseudo-rapidity intervals centred at η = 1.7 (corresponding to the
Si1 outer detector), η = 3.4 (Si1 inner) and η = 5.0 (Si3). The relative r.m.s. deviations on
the reconstructed primary particle multiplicity are dominated by the statistics of the generated
primary particles per event, and are inversely proportional to the square root of the number
of particles falling in the small η-interval considered. Therefore, the relative r.m.s. deviations
shown in Fig. 6.29 are considerably larger for low multiplicities. Of course, by choosing a
somewhat larger η-binning (of the order of 0.5) one could reduce them to less than 10%
even for peripheral events. It should anyway be noticed that in any case the average values
of primary particles multiplicity, even with the small event sample used in this analysis, are
reconstructed with good accuracy. Of course, the accuracy is better for central events due
to larger statistics of primary particles. Finally, it should be noted that, since the production
of secondaries per primary particle is approximately constant as a function of centrality, the
primary to total ratio is also centrality independent.
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Figure 6.29. Left panels: reconstructed multiplicity (dN/dη) from HIJING, using the Poisson
method, as a function of the generated multiplicity for three different pseudo-rapidity values
(η = 1.7 (Si1 outer), η = 3.4 (Si1 inner) and η = 5 (Si3)). Right panels: relative r.m.s. deviations,
for the total multiplicity, using the Poisson method (circles). Triangles show the relative r.m.s.
deviations after correcting for the contribution of secondaries.

An example of a multiplicity distribution in the FMD acceptance, using all the FMD
crowns, is shown in Fig. 6.30. It corresponds to a set of 80 central HIJING events (dN/dη =

6000 for η = 0). One should note that the rapidity coverage of the FMD overlaps with that of
the ITS in the pseudo-rapidity intervals 1.7< η < 2 and −2< η <−1.7. As will be shown in
next section this allows a measurement of the charged multiplicity over a continuous interval
about 8 η-units wide.

Finally, since the measured pseudo-rapidity distribution could be different from the one
obtained by HIJING, the background correction coefficients of Fig. 6.28 should be considered
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Figure 6.30. Reconstructed dN/dη distribution for 80 HIJING events (dN/dη = 6000). The
histogram represents the generated primary distribution, while the points correspond to the number
of reconstructed primary particles.
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Figure 6.31. Result of the iterative procedure applied to a ‘step-like’ rapidity distribution.
The continuous line histogram is the generated primary distribution, the dashed line histogram
corresponds to the total number of hits in the detector (primary + secondary), while the triangles
represent the reconstructed primary distribution. The figure shows the first two iterations.

as a first approximation. One can therefore develop an iterative method for a more accurate
estimate of these coefficients. Basically, after applying the HIJING-calculated coefficients to
the raw multiplicity distribution obtained from experimental data, one could use the corrected
distribution as an input to the simulation. In this way a second set of correction factors can be
calculated and so on, until a convergence towards stable values is reached. The reliability
of this method has been tested by using simple, unphysical multiplicity distributions. In
Fig. 6.31 and Fig. 6.32 one can observe a reasonable agreement between the generated and
reconstructed distributions already after two steps in the iteration.
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line histogram is the generated primary distribution, the dashed line histogram corresponds to
the total number of hits in the detector (primary + secondary), while the triangles represent the
reconstructed primary distribution. The figure shows the first three iterations

This method could be also used to reduce some systematic errors connected with critical
zones of the detectors (e.g. overlapping regions) or with uncertainties in the description of the
materials budget.

In summary, the forward multiplicity can be estimated in ALICE using the proposed
FMD set-up which includes five Si-strip detectors. The pseudo-rapidity coverage will be
1.6< η < 3.4 and −5< η <−1.7, and we expect to reach an accuracy at the level of a few
percent in the measurement.

6.1.3.3. Pseudo-rapidity coverage in ALICE. The study of the charged particle distribution
over a wide η range plays an important role in the event characterization. While the central
region is especially sensitive to the details of the hadroproduction mechanism, the study of
the forward region is essential in order to really constrain the models and to investigate effects
connected with the fragmentation of the projectile and the target. This issue has been recently
studied at RHIC, where it has been shown [149] that the ‘limiting fragmentation’ region,
where the pseudo-rapidity distribution becomes energy-independent, is larger than expected,
extending more than two η-units away from beam rapidity.

In ALICE, thanks to the η-coverage of ITS and FMD one can measure the multiplicity
distributions over about 8 η-units. In Fig. 6.33, we show, for a single central HIJING event,
the generated and reconstructed multiplicity distributions. For what concerns the central
region, we show the results obtained with both the cluster counting and the tracklets method,
described in Section 6.1.3.1, not corrected for acceptance effects. One can see that even for
a single event the accuracy on the multiplicity determination, when using a bin width of 0.1
η-units, is of the order of 7%. The few bins in the ITS acceptance region where one observes
a clear underestimation of the multiplicity are simply due to the geometrical junctions of the
ladders of the ITS (see Section 6.1.3.1).

6.1.4. Multiplicity vs. centrality: a physics performance study. In the previous sections,
we have discussed several estimators of the event centrality and of the charged particle
multiplicity in ALICE, and we have shown their properties in detail. Now we present the
physics performance of the apparatus for a specific study concerning global variables, namely
the centrality dependence of the charged multiplicity at mid-rapidity. For this study, about
103 Pb–Pb events were generated using HIJING, without vertex smearing. In order to have
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Figure 6.34. Generated (open symbols) and reconstructed (closed symbols) impact parameter
distributions. The generation was performed using HIJING.

a significant statistics for central events, the generation was performed in various impact
parameter classes, with approximately the same number of events per class. Then, the relative
normalization between the various classes was computed, introducing appropriate weights in
order to reproduce a minimum-bias event distribution.

The events were tracked through the detectors used for this study, namely the ITS and
the ZDC, the digitization of the hits was performed, and finally the number of participants,
the impact parameter, and the charged multiplicity in the pseudo-rapidity interval |η|< 0.5
were reconstructed. The algorithms developed in the previous sections were used for the
reconstruction. In particular, for the centrality variables, we adopted the so-called event-by-
event method, described in Section 6.1.2.2, while, for the multiplicity, both cluster counting
on the first pixel layer and the tracklet method were used. In Figs. 6.34, 6.35, and 6.36
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Figure 6.36. Generated (open symbols) and reconstructed (closed symbols) charged multiplicity
at central rapidity (|η|< 0.5). The generation was performed using HIJING. The left plot refers to
the cluster counting method, the right plot to tracklets.

we show the comparison between the generated and reconstructed distributions for the
impact parameter b, the number of participants Npart and the multiplicity at mid-rapidity
dN/dη||η|<0.5, respectively.

We find that there is good compatibility between generated and reconstructed centrality
variables. For multiplicity, an inefficiency of the adopted algorithms becomes visible for
central events. The difference between reconstructed and generated multiplicity, as a function
of the generated multiplicity, is shown in Fig. 6.37. We see, as already noted in Section 6.1.3.1
that both cluster counting and tracklet methods tend to underestimate the true multiplicity.
However, the discrepancy is small, being not larger than 10%.
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Figure 6.37. The difference between reconstructed and generated charged multiplicity at mid-
rapidity. The left plot refers to cluster counting, the right plot to tracklets.
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Figure 6.38. Generated (open symbols) and reconstructed (closed symbols) charged multiplicity
at central rapidity (|η|< 0.5). The generation was performed using HIJING. The left plot refers to
the cluster counting method, the right plot to tracklets. The reconstructed spectra were corrected
for the inefficiency of the methods.

Using the information of Fig. 6.37, we corrected the reconstructed multiplicity, event by
event, for the average inefficiency of the two methods. In Fig. 6.38 we show the multiplicity
distributions, after correction.

For the analysis of the centrality dependence of multiplicity we considered 10 centrality
bins, defined through percentages of the Pb–Pb inelastic cross section. For the sake of
comparison we used the same centrality binning adopted by PHOBOS for this kind of
analysis, which spans from semiperipheral to very central events. We then calculated, for both
the generated and reconstructed samples of events, the 〈Npart〉 values corresponding to each
centrality bin. In Fig. 6.39, we compare the (efficiency-corrected) reconstructed multiplicity
with the generated one, as a function of 〈Npart〉. We find a good agreement, using either cluster
counting or the tracklet method for the multiplicity reconstruction. The use of HIJING for the
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Figure 6.39. Comparison of generated (open symbols) and (efficiency-corrected) reconstructed
multiplicity (closed symbols), as a function of Npart, for cluster counting (left) and tracklets (right).

event generation leads to a simulated production, at mid-rapidity, of about 28 charged particles
per participant pair for very central events, a value about 7 times larger than the one measured
by PHOBOS.

As we explained in Section 6.1.3, from the study of the correlation between multiplicity
and centrality it is possible to extract information on the fraction of the total multiplicity due to
hard scattering. Therefore, we fitted our results in the framework of the Kharzeev–Nardi [111]
model (see Eq. (6.6)). In this way we can try to apply such a description to LHC energies,
and, in particular, check if the values of the parameter x (see Eq. (6.6)) obtained with our
reconstruction algorithms are compatible with that at the generation level. For the multiplicity
per unit of pseudo-rapidity in pp collision we used the value npp = 5.0, which results from an
extrapolation of the parametrization of pp collider data:

npp = 2.5 − 0.25 × ln s + 0.023 × ln2 s. (6.7)

The average number of nucleon–nucleon collisions Ncoll corresponding to each bin in
Npart was calculated in the framework of the Glauber model. The only free parameter in the
fit is therefore the quantity x . The results of the fits are presented in Fig. 6.40, for generated
and reconstructed data points. The quality of the fits is good, i.e., the simple Kharzeev–Nardi
approach is able to reproduce the essential features of the data at LHC energies. The x values
obtained for reconstructed data are x = 0.60 ± 0.03 (cluster counting) and x = 0.57 ± 0.03
(tracklet method). The values are in very good agreement with the result of the fit to the
generated variables, which yields x = 0.61 ± 0.03.

These results show that the reconstruction algorithms developed for centrality and
multiplicity can indeed be used to extract physics information from the data. The fraction
F of the produced particles originating in hard processes, defined as

F =
x × npp × Ncoll

dn/dη
, (6.8)

turns out to be of the order of 80% for the most central Pb–Pb collisions, compared with
F ∼ 37% at RHIC (at

√
s = 130 GeV/nucleon). In Table 6.8 we present a summary of the

results of this analysis.
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Figure 6.40. The results of the fit to the centrality dependence of multiplicity, in the
Kharzeev–Nardi approach. The upper plot refers to the generated events, the lower plots to cluster
counting (left) and tracklets (right).

6.1.5. Global event properties in pp collisions. In high energy proton–proton collisions most
events involve low momentum transfer between incoming and outgoing particles. Therefore,
the main feature of minimum bias events is the production of a large number of particles
with small pt. Because of its sensitivity to very low pt (thanks to the low magnetic field
and the small amount of material between the interaction region and the tracking devices)
and its unique particle identification capabilities, ALICE can explore very effectively the
properties of minimum bias events at

√
s = 14 TeV, such as the distributions of charged

tracks in multiplicity, pseudo-rapidity and transverse momentum, in the total sample of events
and in any eventual subclass. The knowledge of these properties in a new energy domain
is interesting in itself, for a detailed understanding of many topics of fundamental interest
like the colour exchange properties or the contribution of low x to the pt spectra, and
also for clarifying problems connected with the discrepancies observed at lower energies
in the multiplicity distributions. However, it is also an important input to understand the
underlying event structures that will act as a background for the experiments searching for
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Table 6.8. Summary of the results on the centrality dependence of multiplicity.

Cross section (%) 〈Npart〉gen 〈Ncoll〉gen 〈Npart〉rec 〈Ncoll〉rec

0–3 396 1675 401 1710
3–6 368 1494 370 1510
6–10 335 1295 338 1312

10–15 295 1075 300 1104
15–20 253 866 259 895
20–25 214 689 218 710
25–30 179 540 176 528
30–35 149 419 149 422
35–40 125 328 125 330
40–45 101 242 101 242

Cross section (%) dN/dηη<0.5 (gen) dN/dηη<0.5 (cluster) dN/dηη<0.5 (tracklet)

0–3 5983 ± 644 5658 ± 387 5499 ± 392
3–6 5146 ± 559 4888 ± 681 4726 ± 674
6–10 4278 ± 534 4136 ± 531 3976 ± 526

10–15 3688 ± 662 3579 ± 630 3425 ± 623
15–20 2810 ± 287 2787 ± 502 2647 ± 490
20–25 2328 ± 356 2372 ± 413 2241 ± 402
25–30 1769 ± 287 1729 ± 356 1622 ± 347
30–35 1307 ± 215 1361 ± 329 1272 ± 315
35–40 1002 ± 167 1124 ± 235 1047 ± 220
40–45 771 ± 162 804 ± 162 747 ± 269

x

Generated 0.61 ± 0.03
Rec. clusters 0.60 ± 0.03
Rec. tracklets 0.57 ± 0.03

rare signals (as the Higgs or SUSY particles), and will provide reference data for comparison
with heavy-ion data. The latter could be done via interpolation to

√
s = 5.5 TeV (the centre-

of-mass energy for Pb–Pb runs) between the Tevatron and the maximum LHC energy.
However, this interpolation will be affected by rather large uncertainties, due to the poor
predictive power of current event generators, that are generally ‘tuned’ to each successive
energy, and to the differences in acceptance or in the particle identification capabilities
between apparata at different accelerating machines. Therefore it is obvious that, even if
we shall focus in this section on pp collisions at

√
s = 14 TeV, dedicated runs at the same

energy as measured in heavy-ion collisions (
√

s = 5.5 TeV) will be necessary to obtain a
more reliable reference to understand the heavy-ion data, as it was shown very clearly
by experiments at RHIC (i.e. to extract the nuclear suppression factors in jet quenching
studies).

In this section we will present the ability of the ALICE detector to trigger and characterize
the proton–proton collisions. The trigger uses the capabilities of the V0 and SPD detectors,
while for the event properties we limit ourselves here to the measurements that can be
performed with the ITS and TPC detectors. In order to separate effects of the trigger
from those coming from the acceptance/resolution we consider a 100% efficient trigger in
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Figure 6.41. Charged particle multiplicity (|η|< 1.5) from PYTHIA 6.214 for different process
types. The insert shows the region of low multiplicities.

discussing the measurements of global event properties. This is a very good approximation
since, as we will show in Section 6.1.5.1, very efficient minimum bias triggers can be defined.

Our study is based on a Monte Carlo simulation using the PYTHIA event generator [150],
the simulation of the detector response (with a value B = 0.5 T for the magnetic field),
followed by the full reconstruction and tracking procedures. We used the version 6.214 of
the PYTHIA code, with the set CTEQ5L of parton distribution functions (p.d.f.). The input
parameters controling the multiple parton collision scenario used by PYTHIA to model
the low pt interactions were set according to [151], where those parameters were tuned to
reproduce a large set of collider data (see Section 4.3.1 of Volume I [3] for more details on the
tuning of PYTHIA parameters). Figure 6.41 shows the generated multiplicity distribution of
charged particles in proton–proton collisions according to PYTHIA for single and double
diffraction as well as the non-diffractive inelastic contribution and the sum of all these
processes.

All the simulations presented throughout this section are based on the analysis of a sample
of 60 000 events. It was argued [152, 153] that ∼105 events would be indeed sufficient to
discriminate between the predictions of most models on the global characteristics of inelastic
interactions, such as multiplicity distributions and charged particle spectra in pseudo-rapidity
and transverse momentum. However, since ALICE is foreseen to collect a large sample (109)
of pp events in the first year of LHC running, we provide also predictions for the largest
statistics, in order to give an idea of the maximum reach for some observables (like pt or
multiplicity).

Finally, we discuss also the possibility to study the charged-particle multiplicity as a
function of the energy effectively available for particle production, as estimated by means of
the Zero-Degree Calorimeter (ZDC).
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GLOB.FO, VZERO.OR and VZERO.AND. triggers. Primary charged particles (generated) have been
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6.1.5.1. Minimum bias triggers in pp collisions. The main tasks of the minimum bias (MB)
trigger are to (i ) select events from pp collisions with the highest possible efficiency and
lowest possible bias and (ii ) to reject events coming from collisions of the proton beam
with the residual gas in the beam pipe (beam–background interactions). Here we investigate
the capabilities of the V0 and Pixel Fast-OR trigger to define an optimal MB trigger. The
full details of the study can be found in [154]. This section deals only with trigger issues.
The issues related to the reconstruction of tracks to measure the multiplicity distribution and
transverse momentum spectra are discussed in the following sections.

The V0 detector [123] is composed of two independent arrays of fast scintillator
counters located along the beam pipe on each side of the nominal interaction point and at
forward/backward rapidities. The V0 detector uses the time of hits produced by charged
particles to distinguish and trigger events from pp or beam–background interactions. Two
different trigger elements are built with the logical combination of the signals from counters
on the two sides: VZERO.OR requires at least one hit in one counter on one side, while
VZERO.AND requires at least one hit in one counter on both sides.

The basic building blocks of the Silicon Pixel Detector (SPD) [1] are ladders, consisting
of a 200µm thick silicon sensor bump-bonded to 5 front-end chips. The ladders are arranged
in two concentric layers which cover the central pseudo-rapidity region. The first layer has
400 chips and the second 800. Each chip produces a trigger signal. These 1200 signals are
logically combined to form the global fast-OR (GLOB.FO) trigger element. The GLOB.FO can
not be identified with a specific bunch crossing, because the signal is integrated over 100 ns
equivalent to 4 bunch crossings for the nominal LHC parameters.

Figure 6.42 shows the multiplicity distributions for primary charged particles (|η|< 1.5)
for the three trigger elements considered here.
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Due to its pseudo-rapidity coverage the GLOB.F0 is 100% efficient for events with one or
more charged particles within |η|< 1.5. Even for the case of zero primary charged particles
in the central rapidity region, it may occur that some secondary particles traverse the SPD and
fire the GLOB.FO trigger.

The VZERO.OR is almost as efficient as the GLOB.FO, while the VZERO.AND is highly
efficient at high multiplicities but is not as good at lower multiplicities. The entries at
multiplicities zero are dominated by diffractive events. Since the VZERO counters cover
relatively small angles, the VZERO.OR is very efficient in selecting single and double
diffractive interactions.

The main background to MB events are beam–gas and beam–halo interactions. It has
been shown that the structure of beam–halo events is similar to that of beam–gas events, the
difference being that beam–halo events happen at greater distances to the nominal interaction
point (more than 20 m) [155]. In order to study beam–gas and beam–halo events a sample
of pA collisions, where A = {O,H,C,He}, has been simulated using the HIJING event
generator. In this sample, events happening within 20 m from the nominal interaction point
are identified as beam–gas events while events happening beyond are identified as beam–halo
events.

The rate of beam–gas collisions is expected to be much smaller than the rate of beam–halo
collisions, whose magnitude should be of the same order as proton–proton collisions. The
trigger element notBG is defined by requiring no signal in either of the V0 counters
within the time windows corresponding to beam–background processes. It turns out that this
trigger condition is very helpful to reject beam–background interactions without affecting the
efficiency to trigger on proton–proton interactions.

Using logical combinations of the different trigger elements we propose three candidates
for a MB trigger:

MB 1: (GLOB.FO) or (VZERO.OR) and (notBG)

% MB 2: (GLOB.FO) and (VZERO.OR) and (notBG)

% MB 3: (GLOB.FO) and (VZERO.AND) and (notBG)

The first option (MB1) would be the preferred one if (i) the rate of beam–background collisions
is not much higher than current estimates and (ii) if the integration over 100 ns of the signal
from the GLOB.FO element is not a problem. The second trigger (MB2) is an option if one
needs to assign each trigger to a specific bunch crossing. The third trigger (MB3) would be
the least efficient for pp collisions, but has an excellent background rejection. The efficiencies
for the different triggers and trigger elements are shown in Table 6.9. The trigger efficiencies
as a function of the multiplicity of charged particles emitted within |η|< 1.5 are shown in
Fig. 6.43.

6.1.5.2. Multiplicity and dN/dη reconstruction. Measurements of the charged particle
multiplicity distributions in pp collisions can be performed in a similar way to that already
discussed for Pb–Pb interactions in Section 6.1.3.1. The multiplicity can be evaluated by the
counting of either clusters or tracklets. The main differences in the pp case come from the
following points:

• at low multiplicity the statistical fluctuations produced by the background are no longer
negligible compared with the signal;

• the primary vertex position (that is an input to the tracklet calculation) is not always
available, because the vertex reconstruction is not fully efficient in events with a low number
of charged particles (see Section 5.1.1.4 of this document for details on this).
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Table 6.9. Percentage of events tagged as pp or beam–gas/beam–halo events for combinations
of Fast–OR and V0 trigger elements. Note that pp and beam–background have different rates as
explained in the text. ∗The MB3 trigger option rejected all simulated beam–background events.

Process VZERO.AND VZERO.OR GLOB.FO MB1 MB2 MB3

Non-Diff 97.8 99.9 99.1 99.9 99.1 96.9
Single-Diff 40.8 73.0 60.0 73.8 59.5 38.4
Double-Diff 46.8 86.2 69.6 87.8 68.7 45.6
All Inelastic 81.4 93.4 88.0 93.6 87.8 79.3
Beam Gas – – – 7.7 2.0 0.0 ∗

Beam Halo – – – 2.3 0.3 0.0 ∗
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Figure 6.43. Efficiency of the different MB triggers as a function of the charged particle
multiplicity in |η|< 1.5.

The cluster production is very sensitive to the background (noise, secondary interactions);
on the other hand the tracklets can provide a measure which is largely independent on it.
Similarly, the primary vertex position is a mandatory information for tracklets reconstruction;
on the other hand the cluster multiplicity is not very sensitive to it. In this case however the
pseudo-rapidity cannot be determined in a correct way.

In the following the results of the analysis of a sample of 60 000 fully-reconstructed pp
events will be shown; the reconstructed vertex position was used when available.

Figure 6.44 shows the measured reconstructed multiplicity as a function of the true
multiplicity. The multiplicity is evaluated in the full SPD acceptance for tracklets (|η|< 1.5,
upper plot) and in the central unit of η (bottom plot).
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Figure 6.44. Correlation between generated and reconstructed multiplicity in the full SPD
acceptance (|η|< 1.5, top) and in the central unit of η (bottom). The straight line corresponds
to the ideal case of perfect reconstruction.

The difference between the generated and the reconstructed multiplicity can be fitted (in
each multiplicity bin) with a gaussian distribution, whose σ is an estimate of the absolute error
on the reconstructed multiplicity. Its value is shown for the tracklet method in Fig. 6.45 (top)
as a function of the generated multiplicity (evaluated in |η|< 0.5). In the same figure (bottom)
it is shown that the relative error, evaluated by taking the ratio σ /multiplicity, becomes smaller
and smaller with the increase of multiplicity (see also Fig. 6.25, right).

As can be seen from Fig. 6.44, the tracklet multiplicity is very close to the real one,
whereas the clusters production is affected by the background and the noise. The ratios
between reconstructed and generated multiplicities are shown in Fig. 6.46 (for clusters and
tracklets) and in Fig. 6.47 (only for tracklets).

In Fig. 6.46 all the generated events are considered, and in this case a clear inefficiency
of tracklets is shown at very low multiplicity as a consequence of the unavailability of the
primary vertex position, whereas the clusters show some background.

In Fig. 6.47 only events with reconstructed primary vertex position are considered.
In this case the ratio for the tracklets is close to 100% down to very low multiplicity.
The higher tracklet efficiency compared to the Pb–Pb case is due to the fact that the low
multiplicity allows to enlarge the fiducial window where clusters are associated to form
a tracklet.

The generated and reconstructed (tracklets) multiplicity distributions in the full range
|η|< 1.5 are shown in Fig. 6.48, where only events with reconstructed vertex are considered.
It can be seen that the reconstructed distribution is rather close to the generated one.
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Figure 6.45. Absolute (top) and relative (bottom) error on the multiplicity reconstructed with the
tracklet method, as a function of the generated multiplicity (in |η|< 0.5).

The reconstructed dN /dη is shown in Fig. 6.49, for both clusters in layer 1 (top) and
tracklets (bottom, full triangles).

Only events with well reconstructed vertex are selected. It can be seen that the
reconstruction made with the clusters in the first layer shows a background which depends
on the pseudo-rapidity, showing a clear increase with increasing |η|. On the other hand the
pseudo-rapidity density from reconstructed tracklets is flat in the range |η|< 1, whereas
outside this range the efficiency is smoothly decreasing. This effect depends on the spread
of the longitudinal position of the primary vertex, and can be corrected for by taking into
account the geometrical acceptance. This is shown in the same plot (open circles), where an
event-by-event correction depending on zv was applied. In this way an extended range of
pseudo-rapidity (|η|<≈ 1.5) can be explored, as already shown.

6.1.5.3. Transverse momentum distributions. Transverse momenta of charged particles are
available from the tracking system (TPC and ITS) in the central pseudo-rapidity range
|η|< 1.5, but with optimum momentum resolution within the range |η|< 0.9.

Figure 6.50 shows the comparison between the pt spectrum of charged primary tracks
reconstructed in TPC and ITS, and the corresponding spectrum of charged tracks generated
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Figure 6.46. Ratio of the reconstructed and generated multiplicity, as determined by clusters
(top) and tracklets (bottom) as a function of the generated multiplicity (|η|< 1.5). All events are
considered, also those with no determination of primary vertex position.

within the pseudo-rapidity range |η|< 0.9. The ratio between the two distributions is
presented in Fig. 6.51.

The secondary tracks, not included in the above spectra, have a softer pt distribution,
while their number is approximately 2% of the total number of reconstructed charged tracks.
However, when considering only the lowest pt region, this fraction is larger (3.5 % for tracks
with 0.2< pt < 0.3 GeV/c, and 13 % for pt < 0.2 GeV/c).

The transverse momentum dependence of the pt resolution at the magnetic field B = 0.5
T is shown in Fig. 6.52. The values of the pt resolution at high values of pt were calculated
by mixing PYTHIA events with additional high-pt tracks.

6.1.5.4. Dependence of mean pt on charged multiplicity. The mean pt of each event was
calculated simply as the arithmetic mean of the pt of all the reconstructed charged tracks.
The distribution of the reconstructed 〈pt〉 for a sample of about 60 000 minimum bias
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Figure 6.48. Generated (solid line) and reconstructed (full triangles) multiplicity distributions in
the pseudo-rapidity range |η|< 1.5. Only events with reconstructed primary vertex position are
considered.

events is shown in Fig. 6.53, superimposed to the original 〈pt〉 distribution of the generated
events. Thus, it results from this plot that the 〈pt〉 for each event is reconstructed quite well.
According to the model used for the simulation (PYTHIA 6.214), the expected 〈pt〉 is of the
order of 0.6 GeV/c, a momentum where CMS is essentially blind and ATLAS is reaching
its limit.

Values of average transverse momentum 〈pt〉 are presented in Fig. 6.54 as a function of
charged multiplicity Nch within the pseudo-rapidity range |η|< 0.9. The correlation is shown
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Figure 6.49. Generated and reconstructed pseudo-rapidity distributions.The reconstruction is
performed with clusters in layer 1 (top, black circles), and tracklets with (open circles) and without
(black triangles) geometrical corrections.

for the generated primary charged particles as a function of the true multiplicity, and for
the reconstructed tracks as a function of the number of reconstructed tracklets. Also in this
case there is a good agreement between the distribution obtained from the reconstructed and
generated data.

The correlation between charged tracks 〈pt〉 and multiplicity is known since its first
observation by UA1 [156], and it was successively studied at the ISR [157] and Tevatron [158,
159] energies. On the other hand, the increase of 〈pt〉 as a function of multiplicity was
suggested by cosmic ray measurements [160]. This correlation between 〈pt〉 and multiplicity
is generally attributed to the onset of gluon radiation, and explained in terms of the production
of minijets [161]. Since these mechanisms should become dominating at large energies, this
correlation is expected to disappear.

Another interesting subject for ALICE, due to its powerful PID system at low pt

is the correlation between 〈pt〉 and multiplicity studied separately for pions, kaons and
proton/antiprotons. The data collected at Tevatron by the E735 experiment [158] indicate
that the correlation has rather different behaviour for the three types of particles, especially as
regards the proton/antiproton 〈pt〉, that appears to saturate at high multiplicities. This is not
yet understood in terms of the available hadronic models.
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Figure 6.51. Ratio between the transverse momentum distributions of reconstructed and generated
tracks, in the range |η|< 0.9. The tracks were reconstructed in ITS and TPC.

6.1.5.5. The ALICE reach in pt and multiplicity. In the first years of running, the main
limitation to the ALICE reach in pt spectra will be due to statistics. The results presented
in the last sections were drawn from the analysis of a Monte Carlo sample of 60 000 fully-
reconstructed inelastic events. Then, in order to make predictions about the pt limit that can
be reached for higher event statistics, we generated with PYTHIA also a sample of 109 non-
single-diffractive events (NSD) events. The integral number of tracks above a given pt is
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events in ALICE (|η|< 0.9). Reconstructed distribution (full circles) is compared to the one (solid
line) obtained by calculating 〈pt〉 from the generated pt values.

shown in Fig. 6.55 as a function of pt, for several event sample sizes (from 105 to 109 NSD
events). The horizontal line shows the pt limit that can be reached, at different event statistics,
to collect a sample of at least 100 tracks.

Concerning the multiplicity, in ALICE it will be measured in the region |η|< 1.5 covered
by the TPC (or even between −5.1 to 3.4 units of pseudo-rapidity, when using also the
FMD), but the high precision momentum measurement with the ITS, the TPC and the
TRD, needed to identify particle type, will be available only in the pseudo-rapidity window
|η|< 0.9. The estimated mean multiplicity in the TPC acceptance is about 11 particles out
of about 75 charged particles produced on the average in an inelastic pp interaction in the
full pseudo-rapidity interval. The first number is consistent with an expected charged particle
density dN /dη ∼ 6 in the central region for all inelastic collisions (ND+SD+DD, following
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the scheme of Fig. 6.41 on page 1525), while a density dN /dη ∼ 7 is expected for non-single
diffractive interactions [151]).

In order to measure with reasonable statistics the highest multiplicity events, i.e. with
multiplicity larger than few times the average, a large overall statistics is needed. In a similar
way as it was done for the extrapolation of the pt distribution, we made an estimate of the
limits in multiplicity that can be reached with various numbers of events.
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The intercepts with the horizontal line, corresponding to 100 events, gives a measure of the
maximum multiplicity reached in each case.

The integral number of events above a given multiplicity is shown in Fig. 6.56 for several
event sample sizes (from 105 to 109 NSD events). The horizontal line corresponds to 100
events. Its intercept with the integral multiplicity distributions gives therefore a rough estimate
of the maximum multiplicity that can be reached in each case.

6.1.5.6. Charged multiplicity and effective energy. In this section we study the charged-
particle multiplicity as a function of the energy effectively available for particle production.
This kind of analysis requires a detector able to measure particles with large longitudinal
momenta. ALICE has a good capability for such a measurement, owing to the presence of
Zero-Degree Calorimeters (ZDC).

In fact, even though the ALICE ZDCs are optimized for Pb–Pb collisions, their energy
resolution in the forward region is sufficient to make possible a pp data analysis in terms of
the so-called ‘effective energy’ [162].

While the effective energy in e+e− collisions coincides with the total centre-of-mass
energy, in pp(p̄) collisions it is usually assumed that, on average, it is half of

√
s, once the

‘leading effect’ has been taken into account. The leading effect is due to the quantum number
flow from the initial to the final state. Hence, in pp(p̄), it concerns the particles conserving the
baryon number along the beam axis.

Therefore, the usual definition of the effective energy per event in a single hemisphere,
for pp(p̄) collisions, is given by the expression

Eeff =
√

s/2 − Elead,
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where Elead is the energy carried by the outgoing leading particle in a given hemisphere. The
role of the ZDCs will be to measure Elead by detecting the leading particle in the forward
region.

The mean charged multiplicity 〈Nch〉 in e+e− and hadron–hadron collisions, measured by
previous experiments, with respect to the effective energy for particle production, is shown in
Fig. 6.57, where one can notice that all the data fall on the same plotted curve, corresponding
to a fit of the e+e− points, regardless of the interaction type.

It will be then very interesting to check if the universality features of Fig. 6.57 still hold
at LHC energies.

As already detailed in Section 6.1.2.1, the ZDCs are placed at about 115 meters from the
interaction point and are mainly designed to measure the number of participant nucleons in
Pb–Pb collisions, through the separate measurements of protons (ZP detectors) and neutrons
(ZN detectors). However, we have checked that they can also be used to measure leading
particles in pp collisions in a wide range of energies. In particular, for charged particles
measured in the ZP, the beam optics selects an energy interval between 2.2 TeV and 4.5 TeV,
corresponding to a Feynman-x range 0.30< xF < 0.64, with the xF defined as xF = 2pL/

√
s .

For neutral particles the beam optics constraints are obviously not present, and the ZN accepts
all particles emitted in a cone of 0.3 mrad around the beam direction.

The PYTHIA event generator was used to generate pp collisions, that were then used to
perform a complete study of charged multiplicity and leading particle production. Figure 6.58
shows 〈Nch〉 as a function of Eeff, at generation level and after reconstruction. The good
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agreement confirms that an analysis of pp events in terms of the effective energy will indeed
be possible.

The extension of the universal behaviour in hadron production to nucleus–nucleus
collisions is a very interesting point. Indeed, there are already some experimental data (in
particular from PHOBOS at RHIC [164]) that seem to be in good agreement with such a
behaviour.

Assuming that this will be confirmed also at LHC, it is possible to derive a prediction for
the mean charged multiplicity in Pb–Pb collisions at

√
s = 5.5 TeV, based on an extrapolation

from the e+e− fit. In this case, the mean total charged multiplicity, scaled with the number of
participant nucleons, would turn out to be

2

Npart
〈Nch〉 = 72 ± 2.

In the hypothesis of ‘limiting fragmentation’ it is then possible, using the RHIC data, to fix
the shape of the pseudo-rapidity distribution [140, 149, 165] and derive the mean charged
multiplicity at mid-rapidity in central Pb–Pb collisions at LHC. The result is

2

Npart

〈
dNch

dη

〉∣∣∣∣
η=0

= 5.3 ± 0.4

corresponding to about 1100 ± 100 charged tracks per unit rapidity.
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Table 6.10. Classification of particles produced in hadron–nucleus collisions, with the
approximate borders of the momentum range.

Name p (MeV/c)

black < 250
grey > 250< 1000
shower > 1000

This value is significantly lower than the predictions of well-known Monte Carlo
generators (such as HIJING, for example) [166]. However, it should be remarked that other
effects, in particular the jet quenching, could sizeably increase the multiplicity in the central
region. Different types of quenching have been simulated in the Monte Carlo, and an increase
up to a factor ∼2 was observed.

Even considering these additional effects, if the universality features will hold at LHC
energies, this would anyway imply a rather small value for the charged multiplicity at mid-
rapidity, implying not too severe background conditions in ALICE.

6.1.6. Event centrality in pA collisions. The study of pA interactions is a fundamental part of
the ALICE physics programme. By studying pPb collisions it will be possible to estimate the
importance of initial and final-state nuclear effects not directly connected with the creation
of a hot medium. In this section we limit ourselves to a particular aspect of the study of
pA interactions, namely the possibility of distinguishing central and peripheral events. This
study has already been performed at fixed-target experiments, using as experimental technique
the detection of slow target nucleons. We briefly present the basic physics concepts of this
technique, and then the results of a simulation showing that it is possible also at a collider
experiment to perform a centrality selection in pA.

6.1.6.1. Centrality control of hadron–nucleus interactions by detection of slow nucleons.
The terminology of slow particles comes from pioneering emulsion work. The emitted slow
particles are classified according to their grain density left in the detection material: ‘black’
or ‘grey’. They are called in a word ‘heavy’. The lighter coloured particles are emitted in
the forward direction and called ‘shower’. These names can be converted to corresponding
momentum ranges. A common choice is shown in Table 6.10.

Slow particles are believed to come from different production mechanisms. Such an idea
emerged at fixed-target experiments, where two components have been identified:

• Fast, high-energy nucleons. These are prompt, pre-equilibrium particles, knocked out of the
nucleus and are often called grey nucleons.

• Slow, low-energy nucleons. These are ‘equilibrated’ particles, from evaporation, decay, or
fragmentation of the remnants of the original nucleus and are often called black nucleons.

The general observation is that the multiplicity of produced shower particles is correlated
with the number of slow particles: for heavy (black) prongs one has a quasi linear dependence,
while for grey ones a more curved relationship is observed (see examples in Fig. 6.59).

The features of the produced slow particles are highly energy independent, and they are
found to be very similar in the fixed-target energy range. This applies to angular, momentum,
and number distributions. However, it is unclear whether this behaviour still holds at LHC
energies. The similarities at different energies suggest that the emission of slow particles is
dictated by nuclear geometry, hence supporting the hypothesis of limiting fragmentation. The
proper knowledge of the momentum distribution of the emitted particles is crucial for planning
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Figure 6.59. (a) Dependence of the mean number of fast particles 〈nS〉 on the number Nh of
heavy particles at 200, 23.4 and 7.1 GeV/c, from Ref. [167]. The line represents the best linear fit
of the data. (b) Dependence of the mean number 〈Ns〉 of fast particles on the number Ng of slow
particles, from Ref. [168].

a measurement of slow particles at a collider experiment, because of the presence of a large
Lorentz-boost.

Both black and grey components of slow nucleons can be described by independent
statistical emission from a moving frame. This is rather surprising for the prompt grey
component where such ‘equilibrated’ behaviour would not be expected a priori. The
distributions may be parametrized in the form of a modified Maxwell–Boltzmann distribution:
particles are emitted isotropically from a source moving with velocity β. The invariant cross-
section can be written as

E
d3σ

dp3
∝ exp(−Ekin/E0), (6.9)

where Ekin is the kinetic energy and E0 is the characteristic energy per particle, both in the
moving system.

In a fixed-target environment, while the black nucleons are emitted from a stationary
source, the grey nucleons come from a frame moving slowly in the direction of the beam
particle. Reasonable values for the parameters of the Maxwell-Boltzmann distributions, for
targets with atomic number close to that of Pb, are βblack = 0, E0,black ≈ 5 MeV and βgrey ≈

0.05, E0,gray ≈ 50 MeV. The values of β decrease with increasing A: for bigger nuclei the
intranuclear cascade can develop more, yielding a more isotropic emission of particles.

In order to extract the number of nucleon–nucleon collisions in pA interactions from
the multiplicity of grey particles, data are traditionally analysed in the framework of the
Glauber model, using Woods–Saxon density distribution. The Glauber framework provides
the distribution π(ν) of the number of projectile collisions ν in the nucleus, which has to be
folded with a model giving the probability distribution of the number of grey protons P(Ng|ν).
For the latter quantity a simple geometric model is used, where each collision of the incoming
hadron in the nucleus corresponds to the same distribution of grey particles [169]. Successive
collisions therefore give independent contributions, and for each collision the number of grey
particles follows a normalized geometric distribution. From the assumption of independence,
it follows that for ν collisions P(Ng|ν) is a negative binomial distribution. This also means
that Ng ∝ ν .

A practical model has been proposed by the BNL-E910 experiment [170]. The main
assumption is that for a given nucleus the mean number of grey particles Ng is a second-order
polynomial of the number of projectile collisions ν. It is further assumed that the P(Ng|ν)
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Figure 6.60. Impact point distributions of grey and black nucleons on the ZDCs. The solid lines
indicate the neutron and proton ZDC front faces and their segmentation.

is binomial, and that each target proton can be emitted with probability p = Ng(ν)/Z , where
Z is the atomic number of the target. The coefficients of the polynomial are derived from
fits to the data, which show that the quadratic component is negligible and therefore a simple
proportionality relation holds, as expected from the simpler geometric model.

Turning to black nucleon production, the processes involving the production of such
particles are connected with excitation energies of the order of the nuclear binding energy. In
recent years, observations pointed to the thermal nature of such processes: the remnant nucleus
undergoes equilibration before break-up. Thus a thermodynamic or statistical interpretations
should be appropriate.

One can assume that the average black nucleon multiplicity, connected to the target
excitation, depends linearly on the number of projectile collisions. This can be deduced
from the observation that Nb is proportional to Ng. In other words, each collision provides
independent and identical production of prompt grey nucleons with identical excitation of the
nucleus, leading to the subsequent emission of black nucleons.
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Figure 6.61. Distribution of the number of collisions (left) and of the impact parameter (right) in
pPb collisions at the LHC, generated with HIJING.

Formally, the distributions of the number of black (or grey) particles can be expressed
through the following binomial distributions:

P(N |ν)=

(
M

N

)
pN (1 − p)M−N p = N (ν)/M, (6.10)

where M is the maximum available black (or grey) protons (or neutrons) in the nucleus, p is
the emission probability depending on ν. Based on experimental results, the average numbers
of black and grey nucleons in a minimum-bias hadron–nucleus collision are Nb ≈ 0.080A and
Ng ≈ 1.2A1/3. For centrality-selected collisions on a Pb target this amounts to Nb(ν)≈ 4ν and
Ng(ν)≈ 2ν per collision. (Note that these values have been obtained from experiments where
one has an elementary cross-section σNN = 30 mb.)

The estimate of ν when detecting N slow nucleons is then given by the projection of the
joint P(N |ν)π(ν) distribution.

Even if the model presented in this section reasonably reproduces the available data,
alternative options can not be excluded at this stage. In particular, it was observed that the
production of slow nucleons in hadron–nucleus collisions has a rather weak dependence on the
projectile [171]. This observation may be understood assuming that the yield of slow nucleons
is dominated by a single, large cascade, generated by the first hadron–nucleon collision. In this
way, grey nucleon production would be proportional to the thickness of nuclear matter seen
by the cascade, and therefore would rather measure the impact parameter of the collision. For
more details on the issues presented in this section, see also Ref. [172].

6.1.6.2. Detection of grey and black nucleons in the ALICE set-up. At colliders the slow
nucleons emitted in pA collisions are Lorentz-boosted and therefore the ideal detectors
for their measurement are the Zero-Degree Calorimeters (ZDCs). Simulations have been
performed to evaluate the ZDC response for the detection of slow nucleons and study the
centrality determination in pA collisions [173].

A generator of slow nucleons has been implemented in AliRoot, based on the
parametrization of experimental results discussed in the previous section (and illustrated in
detail in Ref. [172]). Using this generator, samples of 5000 grey (black) neutrons (protons)
were separately generated and transported through the experimental set-up till the ZDCs. The
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Figure 6.62. Saturation of the total number of black nucleons, as a function of Ngrey (left) and
Ncoll (right).

distributions of the impact point over the detector front faces are shown in Fig. 6.60. The
detectors have full acceptance, except for grey protons where a few per cent of particles is
lost. Looking at the impact points it is clear that, even if the detectors are segmented, it is not
possible to separate the contribution of black and grey nucleons.

The distribution of the impact parameter and of the number of collisions in pPb
interactions at LHC energy has been determined using HIJING as event generator (see
Fig. 6.61). Then the number of slow nucleons per collision is extracted event by event
from a binomial distribution, while their momentum is derived from a Maxwell–Boltzmann
distribution, with the choice of parameters outlined in the previous section.

As discussed in Ref. [172], in experiments with emulsions, a saturation in the number
of black particles was observed for a number of grey particles higher than seven. The
experimental results refer to light nuclei (O and S) and in both cases the maximum value
reached by Nblack is about 12. For Pb nuclei no experimental data exist. Anyway, simple
scaling arguments lead us to suppose that this saturation may occur at higher Ngrey values.
Supposing that the number of slow nucleons emitted in the interaction is proportional to
the thickness of the target nucleus, one expects similar saturation values for O and S, as
observed by experiments, while for Pb these values should be considerably larger. This simple
estimate leads to a saturation value for Pb nuclei Nblack ∼ 28, corresponding to Ngrey ∼ 15.
This saturation pattern is shown in the left plot of Fig. 6.62, while in the right panel the
saturation effect is shown as a function of Ncoll. Two sets of simulations were performed,
without and with saturation effect.

The response of proton (ZP) and neutron (ZN) calorimeters is shown for black and grey
nucleons in Fig. 6.63 for the case where no saturation is considered.

As discussed before, the measurable quantity in the ZDCs is the total energy deposited by
grey and black neutrons in the ZN, and by grey and black protons in the ZP. The response of
proton and neutron calorimeters is shown in Fig. 6.64 (without saturation effects) and Fig. 6.65
(with saturation effects).

We evaluated the possibility of selecting the centrality in pA collisions by cutting the
energy spectra in classes corresponding to well-defined fractions of the total pA cross-section.
The distributions of the number of collisions corresponding to the defined bins is shown in
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Figure 6.63. ZDC response (expressed in photoelectrons), separately for grey protons (top left),
grey neutrons (top right), black protons (bottom left) and black neutrons (bottom right). Saturation
effects have not been included.

Fig. 6.64. In this case, we have obtained the centrality classes by separately selecting slices
in the EZN and EZP spectra. In Fig. 6.65 the bins have been defined on the sum of the
two energy spectra, in order to partly compensate for the loss of resolution induced by the
saturation. Tables 6.11 and 6.12 show the mean values and the r.m.s. of the Ncoll distributions.
Without saturation we see that, defining three centrality classes, the Ncoll distributions are
well separated. Obviously the saturation effect introduces a further smearing in the Ncoll

bins. The ZDC response begins to saturate for Ncoll > 8 and the distribution for the most
central class has a slightly larger spread if compared with the corresponding one without
saturation.

Finally, in the simulation described above, we have considered a uniform angular
distribution for the emitted grey tracks. At least for proton-induced collisions on light ions
(S and O), it was experimentally observed that such an emission is rather forward peaked
[170, 174]. Therefore, we have investigated the effect of this anisotropy on our results by
including in our simulation a parametrization of the measured angular distribution for grey
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Table 6.11. Mean values (and r.m.s.) of Ncoll distributions for three centrality bins defined on the
EZP and EZN spectra separately. No saturation effects have been considered.

%σinel 〈Ncoll〉 from ZP 〈Ncoll〉 from ZN

0–5 15.1 (2.1) 15.4 (1.9)
5–50 8.7 (3.1) 9.3 (3.5)

50–100 2.3 (1.5) 2.2 (1.3)

Table 6.12. Mean values (and r.m.s.) of Ncoll distributions for four centrality bins defined on
EZP+EZN spectra. Saturation effects have been considered.

%σinel N coll

0–5 14.2 (2.8)
5–25 10.8 (2.8)

25–50 7.2 (2.5)
50–100 2.1 (1.3)
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Figure 6.66. Impact point distributions of grey tracks on the ZDCs. The grey track angular
distribution has been obtained from the data of Refs. [170, 174].

tracks. It turns out that the effect on the EZP and EZN spectra is negligible, therefore the
centrality selection is not directly affected. However, contrarily to what has been shown in
Fig. 6.60 on page 1542, the grey protons now hit an area of the ZP front face different from
that of black protons (see Fig. 6.66). This is essentially due to the rather different kinematical
distributions for the two classes of particles, leading to a different effect of the beam-line
optics on them. This result opens up the possibility of separating the contribution of the grey
and black protons, thanks to the ZP segmentation. In this way the centrality selection might
be performed directly on the energy distribution of grey protons, which are not affected by the
saturation effect.
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6.2. Particle production

6.2.1. Overview of current results

6.2.1.1. Introduction. Quantum Chromodynamics (QCD) predicts that strongly interacting
matter undergoes a phase transition from a state of hadronic constituents to a plasma of
unbound quarks and gluons (QGP) [175–178]. By colliding heavy ions at ultrarelativistic
energies, one expects to create hadronic matter under conditions that are sufficient for
deconfinement [175, 176, 179–183]. The partonic matter created in the ultrarelativistic
collisions of heavy ions hadronizes into a large number of hadronic species. Through their
yields, momentum distributions and correlations these particles carry information on the
hadronisation process and also on characteristics of the matter created in the initial partonic
state. A detailed study of these particles is therefore of importance for our understanding of
the evolution of the system. This requires a broad coverage of different particle yields. Such a
coverage will be realized in the ALICE detector.

At the very first part of the collision, the distribution of initially produced partons is
far from being thermal, and the system needs time to reach equilibrium. Recently, it was
shown [184] in the framework of perturbative QCD (pQCD) and kinetic theory that the partons
should come into equilibrium within a few fm/c at RHIC and at LHC.

The energy density reached in heavy-ion collisions can be estimated using the Bjorken
model [112] or by applying different saturation models [111, 185–190]. A detailed study
shows that at the SPS the energy density inside the collision fireball already exceeds the
critical value required for deconfinement (∼1.3 GeV/fm3). At RHIC and LHC it is larger by
more than an order of magnitude. Thus, the necessary conditions to create a partonic medium
in a deconfined phase are satisfied from top SPS up to LHC energies.

At LHC energies, the fireball with its high multiplicity is expected to have a rather
long life time (4–10 fm/c) and its volume might be much larger than that at RHIC
(≈ 2 × 104 fm3). Based on this a large fraction of particles will come from a region in
the T −µB diagram above the phase transition line (see Fig. 6.67). Indeed, chemical
freeze out6 (where inelastic interactions cease) will govern the composition of the emitted
hadrons. Elastic scattering can still occur until kinetic freeze out is reached. The measured
momentum distribution of particle type might then tell us its history, from the hard
collisions at the beginning until the soft part, indicating the temperature at the kinetic
freeze out. Their distribution in space would then reflect the pressure created in the partonic
phase.

The detector arrangement of ALICE, with its ability to identify particles up to high
momenta, will allow us to obtain detailed information on their momentum distribution.
Particles at low momenta are also measured, allowing us to extract the chemical
composition.

We divide the particles emerging from the system into wide categories: (i ) those particles
hadronizing out of a system which is essentially in a chemical equilibrium, called the ‘soft
part’, with pt < 1–2 GeV/c, and (i i) those coming from hard partonic interactions, called the
‘hard part’, with pt > 5–6 GeV/c. The ‘soft’ particles usually exhibit a thermal spectrum.
‘Hard’ particles originate from the non-equilibrated initial interactions. The intermediate
region with 2< pt < 5–6 GeV/c, might be dominated by coalescence (see Section 6.2.1.10).
ALICE will be able to measure particles with high precision, allowing for a study from the
early phase through to the final hadronic freeze out. Further, it can be studied whether and
how these sets of information are correlated.

6 We use the word ‘chemical’ to describe cases referring to relative abundances of hadrons or partons.
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Figure 6.67. Compilation of chemical freeze out parameters at SIS [191–193], AGS [194],
at the SPS at 40 A GeV [195–198] and 160 A GeV [194, 199, 200] and RHIC [201–203].
The full lines represent the phenomenological condition of chemical freeze out at fixed mean
energy/particle ' 1.0 GeV [204]. The dashed line indicates the temperatures where kinetic freeze
out is observed [182, 183, 205–209].

Hadron multiplicities and their correlations are observables which can provide
information on the nature, composition, and size of the medium from which they originate. Of
particular interest is the extent to which the measured particle yields approach equilibrium.
The appearance of the QGP, that is, a partonic medium being at (or close to) local thermal
equilibrium, and its subsequent hadronisation during phase transition might drive the hadronic
constituents towards chemical equilibrium [179–183, 210, 211].

The level of equilibrium of the secondaries in heavy-ion collisions was tested by
analyzing particle abundances [181–183, 194–200, 204, 212–217] and their momentum
spectra [207, 208, 215]. In the first case one establishes the chemical composition of the
system, while in the second additional information on the dynamical evolution, e.g. collective
flow, can be extracted. Of particular interest is the approach to strangeness equilibrium.
For this purpose, it is useful to define the strangeness content, often called the Wroblewski
factor [218, 219], defined as

λs ≡ 2

〈
ss̄
〉〈

uū
〉
+
〈
dd̄
〉 , (6.11)

where the quantities in brackets refer to the number of quark-antiquark pairs. Ideally, one
would like to pin down the s/u,d ratio at the hadronisation point before the hadronic decays
take place. This is a difficult task because the secondary decays increase the number of u,d
quarks significantly while the number of s quarks remains almost unaffected. Alternatively,
one could study a well chosen particle ratio, e.g. K/π , but there is no ideal choice. Both
aspects will be discussed later in detail.

In the following sections, experimental data on hadronic abundances obtained in
ultrarelativistic heavy-ion collisions over a broad energy range are summarised starting
from RHIC/BNL (

√
s = 200 GeV, where

√
s is the centre-of-mass energy of the nucleon-

nucleon system), SPS/CERN (
√

s ' 20 GeV) down to AGS/BNL (
√

s ' 5 GeV) and SIS/GSI
(
√

s ' 2 A GeV). Introducing transverse collective motion in addition to thermal motion, a
brief survey of thermal freeze-out conditions is presented.
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6.2.1.2. Lattice gauge theory. In ultrarelativistic heavy-ion collisions the value of εc, the
critical energy density, characterises the necessary initial conditions in heavy-ion collisions
to create a QGP, whereas the equation of state (EoS) is required as an input to describe the
space–time evolution of the collision fireball. Both pieces of information can be obtained
from first principles by formulating QCD on the lattice and performing numerical Monte
Carlo simulations (see the first chapter of PPR Volume I [3]). The energy density obtained
in Lattice Gauge Theory (LGT) exhibits the typical behaviour of a system with a phase
transition [220]: an abrupt change within a very narrow temperature range around Tc. In
the region below Tc the basic constituents of QCD, quarks and gluons, are confined within
their hadrons. Above Tc the system appears in the QGP phase, where quarks and gluons can
penetrate distances that exceed the typical size of hadrons substantially. The results of an
improved perturbative expansion of the thermodynamical potential in continuum QCD [221]
shows that, well above Tc, the EoS of QGP can be well described by a gas of massive quasi-
particles, whose mass is temperature dependent. LGT predicts that in two and two+one flavour
QCD a critical temperature Tc ∼ 173 ± 8 MeV and a corresponding critical energy density
εc = 0.3–1.3 GeV/fm3 are required for deconfinement [220].

6.2.1.3. Thermal analysis. The basic quantity required to verify the thermal composition
of particles measured in heavy-ion collisions is the partition function Z(T, V ). In the Grand
Canonical (GC) ensemble,

ZGC(T, V, µQ)≡ Tr[e−β(H−
∑

i µQi Qi )], (6.12)

where H is the Hamiltonian of the system, Qi are the conserved charges and µQi are the
chemical potentials that guarantee that the charges Qi are conserved on average in the whole
system; β = 1/T is the inverse temperature.

The Hamiltonian usually describes a non-interacting hadron resonance gas, which
contains contributions from all mesons with masses below ∼ 1.8 GeV and baryons with
masses below ∼ 2 GeV. In this mass range the hadronic spectrum is well established and
the decay properties of resonances are known. This mass cut in the contribution to the
partition function limits, however, the maximum temperature to Tmax < 190 MeV, up to which
the model predictions can be trusted. For higher temperatures the contributions of heavier
resonances must be taken into account.

The main motivation for using the Hamiltonian of a hadron resonance gas in the partition
function is that it contains all relevant degrees of freedom for a confined, strongly interacting
medium and implicitly includes interactions that result in resonance formation. Secondly,
this model is consistent with the equation of state obtained from LGT below the critical
temperature [222].

In a strongly interacting medium, one includes the conservation of electric charge, baryon
number and strangeness. Thus, the partition function depends in general on five parameters.
However, only three are independent, since the isospin asymmetry in the initial state fixes the
charge-chemical potential and the condition of strangeness neutrality eliminates the strange-
chemical potential. By using particle multiplicity ratios derived from the above partition the
volume also drops out and we are thus left with only the temperature T and the baryo-chemical
potential µB as independent parameters.

Strangeness conservation in statistical models can be described in the grand-canonical
(GC) ensemble only if the number of produced strange particles per event is much larger
than one. In the opposite limit of ‘rare’ particle production (i.e. for multistrange baryons,
which will be discussed later), strangeness conservation must be implemented locally, i.e.
strangeness conservation per event. This canonical (C) description is relevant in the statistical
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description of particle production at low incident energies, in high-energy hadron–hadron or
e+e− collisions and in peripheral heavy-ion collisions. The exact conservation of quantum
numbers, i.e. the canonical approach, is known to reduce severely the phase space available
for particle production [223–227].

In order to illustrate canonical suppression, we consider K− production via K+K− pairs.
At high temperatures T , kaons are abundantly produced and the density of K− can be
described in the GC limit,

nGC
K− = (1/2π2)m2

K− T K2(mK−/T ) (6.13)

with K2 the Bessel function.
In contrast, in the limit of low temperatures, K− are rarely produced and in order to

satisfy strangeness conservation, kaons must appear as pairs. The density of K− then follows
the C ensemble which can be written as nC

= nGC Fs(V, T ). Here, Fs(V, T ) is the canonical
suppression factor, where Fs = I1(x)/I0(x) is a ratio of generalized Bessel functions, and
the argument x = 2

√
Ns=1 Ns=−1 is proportional to the number of particles with s = 1 and

s = −1. Above top AGS energies the canonical description approaches the grand-canonical
ensemble, for details see [191–193].

In the asymptotic limit for 〈K 〉 � 1, the canonical description shows a linear dependence
of the correlation volume V0:

nC
K− = [(1/2π2)m2

K− T K2(mK−/T )] × [V0(1/2π
2)m2

K+ T K2(mK+/T )]. (6.14)

The first term coincides with the GC value, the second describes the phase-space suppression
due to local strangeness conservation. The underlying physics of the correlation volume V0

is not fully settled (see later). It turns out that in low-energy heavy-ion collisions V0 scales
with the number of participating nucleons and in pp collisions V0 can be approximated by the
volume of a proton.

A detailed analysis of SPS data has shown [199] that choosing a temperature
T = 168 ± 4 MeV and a baryon chemical potential µB = 266 ± 8 MeV, a statistical model
with only two parameters can indeed describe seventeen different particle multiplicity ratios
with an accuracy of one to two standard deviations.

Recently, a more general equilibrium thermal model was proposed [228, 229]. This model
describes not only strange but also light quarks off chemical equilibrium distributions. The
fit to data at the SPS and RHIC has comparable or even lower χ2 than that obtained in
equilibrium models. It should be noted that as the strangeness undersaturation parameter γs

increases the freeze-out temperature decreases as shown in a recent paper [230].
The equilibrium statistical model has also been applied to Au–Au collisions at the RHIC

energies of
√

s = 130 GeV and at 200 GeV [201, 231]. The measurements of the BRAHMS,
PHENIX and STAR Collaborations for different particle multiplicity ratios are presented
here to test chemical equilibration at RHIC at 200 GeV. Two fits were performed [232]
including stable particle ratios from BRAHMS, PHENIX and STAR. Figure 6.68 shows
that the data are well reproduced by the model within the experimental errors except for
some of the resonances which are discussed in Section 6.2.1.7. In the first case (full line),
a chemical freeze-out at T = 160.5 ± 2 MeV and µB = 20 ± 4 MeV is obtained (close to
the values of reference [233]) when the ratios p̄/π− and φ/K− of PHENIX are excluded. The
second fit (dashed line) which includes these last two ratios led to both a lower temperature
T = 155 ± 2 MeV (with µB = 26 ± 5 MeV) and a higher χ2/DOF. Both temperatures
are close to those previously found at SPS energies (T ∼ 160–170 MeV). Such values for the
temperature are to be expected since, in the limit of vanishing baryon density, the temperature
should not exceed the critical value required for deconfinement. The substantial decrease of
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Figure 6.68. Comparison of the experimental data on different particle multiplicity ratios
obtained at RHIC at

√
s = 200 GeV with two thermal model fits [232]. The first fit includes

stable particle ratios from BRAHMS, PHENIX and STAR except p̄/π− and φ/K− of PHENIX
(T = 160.5 ± 2 MeV and µB = 20 ± 4 MeV) whereas the second one also include these last two
ratios (T = 155 ± 2 MeV, µB = 26 ± 5 MeV).

the baryo-chemical potential from µB ' 230–270 MeV at the SPS to µB ' 25 MeV at RHIC
shows that we are dealing with a medium of low net-baryon density at LHC.

One could thus conclude that, with respect to the statistical operator formulated for an
equilibrated hadron resonance gas, the experimental data at SPS and RHIC show a high degree
of chemical equilibration. The question arises, whether this statistical operator provides a
unique description of the data. As a possible alternative, the influence of in-medium effects
on the chemical equilibrium description of particle yields at the SPS was studied [234]. The
chemical freeze-out temperature extracted in the thermal analyses [194, 199] of experimental
data in Pb–Pb collisions at the SPS and Au–Au at RHIC is remarkably close to the critical
temperature Tc ' 173 ± 8 MeV obtained from lattice Monte Carlo simulations of QCD at
vanishing baryon density [220].

6.2.1.4. Multistrange baryons. One of the earliest predictions made concerning strange-
particle production is that it should be enhanced in nucleus-nucleus collisions, that is,
that the yields for strange-particle species in ultrarelativistic nucleus–nucleus collisions
should be higher than the corresponding yields at the same energy in nucleon–nucleon
collisions[235–238]. There are two ways of arguing why this should take place. Both indicate
that the state produced in heavy-ion collisions is different from that in pp collisions, and in
both cases the time interval for the strangeness content to develop is important.

Firstly, hyperons are baryons containing one to three units of strangeness, and are not
readily produced in nucleon–nucleon collisions at known energies. This can be explained in
terms of: (i) the low cross sections for producing multistrange baryons, given that there are no
strange initial state valence quarks and not much strangeness in the nucleon sea; (ii) the short
time span for producing strangeness, which means final-state interactions will not have much
effect.

Alternatively, in a nucleus–nucleus collision without deconfinement, it is argued that
a similar situation should result, for although there is more opportunity for strangeness
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Figure 6.69. Left: Enhancement factors measured by the NA57 collaboration in pPb and Pb–Pb
interactions relative to pBe interactions. The data correspond to 158 AGeV/c. Right: statistical
model predictions [195, 243] for yield/participant in AA collisions at

√
s ' 130 GeV, normalized

to the corresponding value in pp collisions.

enhancement in final-state interactions, the short timescale for these to occur would still not
allow full (GC) chemical equilibrium to develop. We may contrast this with the situation
expected if deconfinement has occurred. Here the reactions leading to strangeness production
are partonic; they have lower thresholds and higher cross sections, particularly if the strange
quark mass reduces owing to the associated partial restoration of chiral symmetry. Strangeness
production, up to GC equilibrium levels, is therefore expected to be achievable within the
short time span available. These arguments lead us to expect that if deconfinement occurs,
we should observe hadron abundances in accordance with GC chemical equilibrium, which
implies we expect a large increase in strangeness yields with respect to systems where such
partonic mechanisms are not available [237, 238].

Large strangeness enhancements are indeed observed [239–242], and thermal analysis
shows that chemical equilibrium, describable with minimal corrections by a GC ensemble, is
achieved from SPS energies upwards [199, 201]. Figure 6.69 shows the enhancement factors
obtained for different hyperon species by the NA57 and WA97 experiments; the results are
normalized to the pBe yields, and the corresponding enhancements calculated for pPb and
different centrality classes for Pb–Pb, separated as a function of the number of ‘wounded
nucleons‘, i.e. the number of nucleons taking part in primary collisions. No enhancements are
seen for pPb, but enhancements are seen in Pb–Pb. These increase with centrality, and are
systematically larger according to the strangeness content of the particle, reaching a value of
about 20 for �s in the most central collisions. Very similar results, taking into account the
drop in µB between SPS and RHIC, have recently been reported by the STAR collaboration.

What is perhaps more surprising is that chemical equilibrium of a kind, albeit
with lower strangeness, is also found in hadron–hadron and even e+e− collisions, where
deconfinement cannot occur [244, 245]. Such systems are nowadays described in terms of
canonical ensembles, appropriate where overall particle population sizes are big enough for
thermodynamics to be applicable, but where strangeness conservation must be applied locally
rather than globally [223–227, 246]. They are discussed in greater detail in Section 6.2.1.3.
Qualitatively, current calculations, in terms of a gradual transition from canonical to grand
canonical ensembles as the system size increases, reproduce the broad features of the observed
enhancements, including their hierarchy in terms of strangeness content and the approximate
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Figure 6.70. The K−/K+ ratio appears to be constant as a function of centrality from SIS up
to RHIC. Data are from the STAR, NA49, E866, and KaoS Collaborations. The dashed lines are
statistical model results.

magnitudes in Pb–Pb. Detailed quantitative agreement has not yet been achieved in such a
description. As an example, the right panel of Fig. 6.69 shows the results of a calculation
for

√
s = 130 GeV. Either way, we should bear in mind that even simple quark counting

already leads to a bigger effect according to the strangeness content, and thus to the observed
hierarchies between 3s, 4s and �s [247]. What is made evident is that mechanisms exist
which are available only to the heavy-ion system, and which allow it to satisfy GC equilibrium
in a very short time. A careful investigation of available models has found that only models in
which the system reaches or goes beyond TC allow this [248–250].

At LHC, several new possibilities may emerge. It is likely that GC equilibrium remains,
in which case a similar pattern to that seen at the SPS and RHIC would be found. In
some non-equilibrium models, however, the ion–ion system may exceed the GC strangeness
levels [230], leading to even greater enhancements. Alternatively, the pp system may itself
become deconfined, at least for some multiplicity classes, and in this case the enhancement
factor might drop.

This discussion indicates that the enhancement factor remains a useful way to compare
strangeness production mechanisms in different systems at the same energy. It is well within
the capabilities of ALICE to measure it.

6.2.1.5. Energy dependence of strange-particle yields. A compilation of the chemical freeze-
out parameters determined from the measured particle yields in central AA collisions at
SIS, AGS, SPS and RHIC energies has been shown in Fig. 6.67. The GSI/SIS results have
the lowest freeze-out temperature and the highest baryon chemical potential. As the beam
energy increases a clear shift towards higher T and lower µB occurs. There is a common
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feature to all these points, namely that the average energy per hadron is approximately 1 GeV.
Chemical freeze-out in AA collisions is thus reached when the mean energy per particle drops
below 1 GeV at all collision energies [204]. The above phenomenological freeze-out condition
provides the relation between temperature and chemical potential at all collision energies. This
relation, together with one particle ratio, e.g. the ratio of pions per participant, establishes the
energy dependence of the two thermal parameters T and µB. Consequently, predictions of
particle excitation functions can be given in terms of this model.

The constancy of the K−/K+ ratio with centrality together with the observation of a
constant Mπ/Apart gives a strong argument for the dominance of the strangeness-exchange
channel in producing K −. Both the application of the law-of-mass action [251] and transport-
model calculations [252] gives a strong argument that the strangeness-exchange process is
at or close to chemical equilibrium. The constancy of the ratio can also be explained by the
volume dependence in the canonical description as the volume dependence just drops out
when making the ratio K−/K+.

The measured K+/π+ ratio [253] is a very rapidly rising function of collision energy
from SIS up to top AGS energy. At higher energies it reaches a broad maximum between
20 and 40 AGeV and gradually decreases up to RHIC energy [254]. In microscopic transport
models [255, 256] the increase of the kaon yield with collision energy is qualitatively expected
as a result of a change in the production mechanism from associated production of K+

with strange baryons to direct K+K− pair production. However, hadronic cascade transport
models do not provide a quantitative explanation of the experimental data in the whole energy
range [257]. Mid-rapidity data exhibit the trends shown in the model calculations. This drop
can only be reproduced using a statistical model of the early stage, as originally proposed by
Gadzicki and Gorenstein [258, 259], or by the statistical model with further modifications,
e.g. by introducing an additional strangeness undersaturation parameter γs ∼ 0.75 [194].

At low incident energies, results might contain contributions from the fragmentation
region at forward/backward rapidity that do not belong to the fireball of interest. On the other
hand, the use of mid-rapidity data, giving good agreement, is problematic as strangeness is
not necessarily conserved in a limited phase-space area. At SPS energies, one has the choice
between these two non-ideal situations. At high incident energies, due to boost invariance,
this problem disappears.

The appearance of a maximum in the strange-to-non-strange particle-multiplicity ratios,
already seen in K+/π+, is even more pronounced for strange baryon-to-non-strange meson
ratios. Figure 6.71 shows the energy dependence of 3/π+ and 4−/π+. There is a very pro-
nounced maximum, especially in the3/π+. The fast drop towards higher energies is related to
the strong decrease of chemical potential together with only a moderate increase in associated
temperature. The shift in maximum seen in the 4−/π+ ratio is caused by the higher produc-
tion threshold of4− and the higher strangeness content. The actual experimental data both for
3/π+ and 4−/π+ ratios shown in Fig. 6.71 follow the predictions of the statistical model.

The rather different behaviour of the various particle ratios shown in Fig. 6.71 gives
evidence that any choice of a specific particle ratio is not very useful to characterise the
strangeness content. Therefore, the use of the global strangeness content, the Wroblewski
factor λs [218] defined earlier (Eq. (6.1)), is to be preferred. The solid line (marked ‘sum’) in
Fig. 6.72 (right) shows λs as a function of

√
s as obtained from statistical-model calculations

along the unified freeze-out curve [204] with energy-dependent parameters T and µB. From
Fig. 6.72 we conclude that around

√
s = 6 GeV (30 AGeV laboratory energy) the relative

strangeness content in heavy-ion collisions reaches a clear and well pronounced maximum.
The Wroblewski factor decreases with increasing incident energies and reaches a limiting
value of about 0.43. For details see Ref. [260].
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Figure 6.71. Various particle ratios involving strange/non-strange hadrons as a function of
√

s .
Left for mesons and right for baryons. The lines exhibit the trends given by the statistical model
calculated with the parameters along the unified freeze-out curve [204]. They describe well the
behaviour of the ratios, which turns out to be quite different for the various species. Data at the
SPS are fully integrated NA49 results.

Figure 6.72. Left: Lines of constant Wroblewski factor λs in the T –µB plane together with the
freeze-out curve (dashed line) [204]. Right: Contributions to the Wroblewski factor (for definition
see text) from strange baryons (dotted line), strange mesons (dashed line) and mesons with hidden
strangeness (dash-dotted line). The sum of all contributions is given by the full line.

The appearance of the maximum can be traced to the specific dependence of µB and T on
the beam energy. Figure 6.72 (left) shows lines of constant λs in the T −µB plane. As expected
λs rises with increasing T for fixed µB. Following the chemical freeze-out curve, shown as
the solid line in Fig. 6.72, one can see that λs rises quickly from SIS to AGS energies, then
reaches a maximum at µB ≈ 500 MeV and T ≈ 130 MeV corresponding to

√
s = 6 GeV. At
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dependence of T as determined previously. All calculations are performed using strangeness
saturation γs = 1.

higher incident energies the increase in T becomes negligible but µB keeps on decreasing and
as a consequence λs also decreases.

The importance of finite baryon density on the behaviour of λs is seen in Fig. 6.72 (right
hand side), showing separately the contributions to 〈ss̄〉 coming from strange baryons, from
strange mesons and from hidden strangeness, i.e. from hadrons like φ and η′. As can be seen
in Fig. 6.72 (right); the origin of the maximum in the Wroblewski ratio can be traced to
the contribution of strange baryons. This channel dominates at low

√
s and loses importance

at high incident energies. Even strange mesons exhibit a broad maximum. This is due to
associated production of e.g. kaons together with hyperons.

For high incident energy, λs reaches a saturation value of about 0.43 in the hadron-gas
approach, reflecting the situation T = 170 MeV and µB = 0. For an ideal QGP a value of λs

of about 1 is expected at infinite temperature. However, recent lattice calculations demonstrate
that due to the quark-mass difference of s and u, d in the QGP phase, λs also reaches
0.45+0.02

−0.05 when approaching Tc (with µB = 0) [261]. This is a first hint as to why the observed
strangeness reflects the value corresponding to an equilibrated hadron gas, since it is equal to
that for a QGP at Tc.

6.2.1.6. Strangeness production in pp collisions. It has been demonstrated that the yields
of hadrons emitted in e+e−, pp and pp̄ collisions can also be well described by a statistical
model [194] in a canonical formulation. From these studies the corresponding Wroblewski
factor had been extracted and is given in Fig. 6.73. This figure also summarises the results
from heavy-ion collisions.
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In elementary collisions, often very few particle ratios are available. In order to extract
the Wroblewski factor the population of high-lying resonances should also be known. These
resonances decay into lighter particles (mainly pions) and dilute the experimentally observed
strangeness content. This problem is the main drawback in using the Wroblewski factor as
mentioned earlier. Usually their yield is unknown and it is taken from the model calculations.
In the original work [219] analyzing elementary collisions feed-down was corrected on
the basis of quark distributions in quark multiplets. In more recent analyses based on the
statistical model [244, 245], it has been shown to yield a much better agreement with the data.
This description implies a lower population of high-lying resonances and hence a smaller
correction for their decay. As a result, Wroblewski factors based on [219] gave values which
were too high, in contrast to those derived from the statistical model.

In pp collisions and in the energy range from the SPS up to RHIC a rather constant
value of λs ∼ 0.2 was extracted from the data. The canonical model is able to describe these
findings. This is demonstrated in Fig. 6.73 by the dashed line, which comes from a canonical
description using a correlation volume of two protons. This correlation volume causes a
strangeness reduction as compared to heavy-ion collisions, which have a λs around 0.43.
The dotted line in Fig. 6.73 for the elementary processes does not exhibit a maximum, as
the calculation was performed for µB = 0. The maximum observed in the heavy-ion case is
then caused by the finite µB.

6.2.1.7. Resonance production. The production of short-lived resonances provides
information about the later stages in the evolution of the hadronic system [237, 238]. Such
particles decay with lifetimes of a few fm/c, comparable to the lifetime of the collision fireball
itself. Owing to the typically large rescattering cross sections in the medium, the hadronic
decays will be strongly influenced by final-state interactions. This results in deviations
between expected thermal yields and those actually observed, as has been found in thermal fits
to Au–Au data [262, 263]; the yields for long-lived particles are well described by a statistical
model, while those for resonances are not. The worse agreement for resonances is clearly seen
in Fig. 6.68, and is discussed in reference [233].

In addition to these effects, changes in line-shape for resonances are expected [264,
265] in heavy-ion collisions for two reasons: (i ) the dense medium can induce significant
collision broadening; (ii ) shifts of both mass and width could be produced as a result of
partial chiral symmetry restoration which is expected to lie close to deconfinement [266, 267].
In addition the resonance production has been argued to be useful to distinguish between
different expansion and freeze-out scenarios [268].

Later in this section the capabilities of the ALICE experiment for studying the production
of three resonances is discussed: the ρ0(770), the K∗(892)0 and the φ(1020). Each of these
resonances is interesting in its own right.

The ρ0 is a broad resonance, with a width of 150 MeV, implying a lifetime of around
1.3 fm/c, which is short compared with the lifetime of the collision fireball. ρ0 decays from all
stages of the collision can be seen in the leptonic decays of the ρ0, since the decay products do
not interact with the surrounding medium. In contrast, the pions formed in hadronic ρ0 decays
will undergo final-state interactions. Therefore ρ0s reconstructed in the hadronic channel will
come from the last stages of the interaction. Nevertheless, distortions of the ρ0 line shape can
occur as a result of in-medium effects [264, 265]. Such effects have been reported in both
leptonic and hadronic decay modes.

φ-meson production is of interest for several reasons. Owing to its ss valence quark
content, it is expected to behave in a hadron gas as a non-strange particle. However,
measurements [269] revealed a similarity of φ production to that of strange particles. At LHC
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Figure 6.74. The measured ratios of K∗/K ratio for pp and central (10%) Au–Au collisions at
√

s = 200 GeV from the STAR collaboration [262, 263]. The horizontal line gives the value of the
statistical model [201].

with excellent statistics and high-quality data, it might be possible to extract the ‘effective’
strangeness content of the φ meson. In addition, as in the case of the ρ0, mass and width
modifications for the φ have been proposed, though as yet none has been observed. ALICE
intends to study φ production in both hadronic ( KK ) and leptonic (e+e−) decay modes. The
study below describes the KK decay mode only.

Similar considerations apply to the K∗(892)0 as to the φ(1020). Owing to its strangeness
content, the K∗(892)0 could also experience a strangeness enhancement. Recently, the STAR
Collaboration has presented an interesting comparison of K∗/K ratio for pp and Au–Au
collisions at RHIC (

√
s = 200 GeV), as shown in Fig. 6.74 [262, 263].

While the results obtained in pp collisions agree roughly with statistical model
predictions [201], the values for central Au–Au collisions are much lower indicating
annihilation during thermal freeze-out.

Depending on the length of the time interval between chemical and kinetic freeze-
out, the magnitude of the suppression factor of the measured resonance will change due to
contributions from rescattering and recombination. A model using thermally produced particle
yields at chemical freeze-out and an additional rescattering phase, including the life time of
the resonance and the interaction of the decay products within the expanding fireball, can
give an estimate of this time interval. Figure 6.75 shows that from two measured ratios K∗/K
and 3(1520)/3, where large rescattering is expected. Assuming a chemical freeze out at 160
MeV, a time interval 1τ > 4 fm/c has been obtained [270, 271].

6.2.1.8. New opportunities at LHC with heavy-ion and pp collisions

Heavy-ion collisions. The collision fireball created in heavy-ion collisions at LHC is
expected to be characterised by a rather long life time (4–10 fm/c) and an extended volume
(2 × 104 fm 3). If the systematics of particle production observed at SPS and at RHIC
are preserved, then the particle yields will be determined by the values of T and µB.
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Table 6.13. Particle ratios in Pb–Pb collisions at freeze-out conditions expected at the LHC:
T = (170 ± 5)MeV and µB = 1+4

−1 MeV in the case of the equilibrium model [201]. The given
errors correspond to the variation in the thermal parameters. Additional, systematic uncertainties
in the ratios of the right column arise from unknown decay modes. They are smaller than 1% in
general, but reach 3% in the 4−/3 ratio and 7% in the p/π− and the 3/p ratios. In the case of
the non equilibrium model [230] a lower temperature of T = 125 MeV is assumed with chemical
potential of µB = 2.70 MeV and µS = 0.48 MeV. The degree of light quark and strange quark
equilibration are given by γH

s = 5 and γH
q = 1.73 respectively.

h/h ratio eq. model non. eq. model mixed ratio eq. model non. eq. model

π+/π− 0.9998+0.0002
−0.0010 0.9459 K+/π+ 0.180+0.001

−0.001 0.349

K+/K− 1.002+0.008
−0.002 1.005 K−/π− 0.179+0.001

−0.001 0.328

p̄/p 0.989+0.011
−0.045 0.960 p/π− 0.091+0.009

−0.007 0.037

3̄/3 0.992+0.009
−0.036 0.965 3/p 0.473+0.004

−0.006 1.096

4
+
/4− 0.994+0.006

−0.026 0.973 4−/3 0.160+0.002
−0.003 0.432

�
+
/�− 0.997+0.003

−0.015 0.984 �−/4− 0.186+0.008
−0.009 0.271

The temperature T will be hardly different from that obtained at RHIC, µB will approach
0. Table 6.13 summarises the predictions for LHC based on T = (170 ± 5)MeV and
µB = 1+4

−1 MeV for some particle ratios.
Resonances are also expected to be influenced in between chemical and kinetic freeze

out, as mentioned in preceding section. The predictions of some ratios of resonances-to-stable
particles are given in Table 6.14. Their yield will depend on their lifetime, which is also given.

The sensitivity of some particle ratios R to µB and T are displayed in Fig. 6.76,
demonstrating that p̄/p is best suited to extract µB. The chemical freeze-out temperature
is obtained from particle ratios having a large mass difference. The ratio �−/π− seems to
be ideal. However, pions are dominantly produced from decays of higher resonances and,
therefore, their mass plays a key role.
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Table 6.14. Resonance to stable particle ratios in Pb–Pb collisions at freeze-out conditions
expected at the LHC: T = (170 ± 5)MeV and µB = 1+4

−1 MeV. The given errors for the
equilibrium model correspond to the variation in the thermal parameters. Additionally, systematic
uncertainties arise from unknown decay modes. They are smaller than 1% in general, but reach
2% in the φ/K− ratio and 3.5% in the ρ0(770)/π− ratio. Resonance widths (taken from the PDG)
are also indicated as well as non-equilibrium model ratios.

Width (MeV) Mixed Ratio Eq. model [201] Non. eq. model [230]

φ 4.26 ± 0.05 φ/K− 0.138+0.004
−0.004 0.208

3(1520) 15.6 ± 1.0 3(1520)/3 0.090+0.003
−0.003 0.049

K∗(892)0 50.7 ± 0.6 K∗(892)0 /K− 0.323+0.010
−0.009 0.177

ρ0(770) 150.3 ± 1.6 ρ0(770)/π− 0.127+0.001
−0.002 0.056
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Figure 6.76. Left: Sensitivity of antiparticle to particle ratios on the baryon chemical potential µB
at a fixed freeze-out temperature T = 170 MeV. It decreases with increasing strangeness content.
Right: Sensitivity of ratios of particles with different masses on the decoupling temperature,
calculated for a fixed µB of 1 MeV. Both �−/K− and �−/π− are well suited to establish T .

Predictions for LHC in the non-equilibrium model have recently become available [230].
The value of γs for LHC energies is not known, but values much larger than 2 might be
expected. A specific property of this approach is a decrease of the temperature T for increasing
γs, as shown in the upper part of Fig. 6.77 (left). The particle ratios vary strongly with γs as
shown in Fig. 6.77 for two ratios of strange-over-non-strange particles. This effect is even
stronger when studying multi-strange particles [230]. It should be noted that for γs = 1 lower
values are obtained than for the equilibrium case (crosses). If, as expected by Rafelski, values
of γs around 5–10 are reached at LHC energies, the particle ratios will differ strongly from
the equilibrium situation.

However, at LHC a new situation will occur both in AA and in pp collisions. The
dominance of jets and minijets will raise new questions since the final hadronic yields will
originate from two different sources: a source reflecting the equilibrated (grand) canonical
ensemble (soft physics) and on the other hand the fragmentation of jets which is sensitive to
only a part of the volume (hard physics). Hence, the latter contribution will differ from the
behaviour of an equilibrated ensemble.
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Figure 6.77. Left: The values of T , γ CR
q , µB, and µS as a function of γs as obtained in the

hadronisation model [230]. Right: Particle ratios of (K+ + K−)/h and 2φ/h as a function of γs.
The crosses indicates chemical equilibrium model predictions. From [230].

In heavy-ion collisions where the jet fragmentation dominates, one might even expect
a lowering of the strangeness content λs closer to that obtained in pp collisions as jet
fragmentation leads to values around 0.3 for s/u,d [272]. Therefore, it will be important to
test the validity of the statistical model.

Due to the large number of newly produced particles, a novel type of data analysis will
be possible; a ‘chemical analysis’ of event classes might open a way to study the relation
between soft and hard physics. Some examples are:

• The freeze-out condition can be extracted for single events. Thus, we obtain a whole
distribution of T (i) and µB(i) pairs. The width of this distribution can be compared to the
statistical width to probe thermalisation. A 15% change in K+/π+ correspond to a change
of 1 MeV in T .

• The above mentioned procedure will furthermore allow us to characterise selected event
classes, e.g. ‘high T ’ and ‘low T ’. Gating on these classes will allow us to disentangle
different types of dynamic evolution in the T –µB plane: early and late freeze-out.

pp collisions. From Fig. 6.73 one might conclude that the strangeness content in elementary
collisions will hardly increase with incident energy. However, this is far from being clear.
The number of produced particles in pp collisions will increase up to values similar to those
observed in heavy-ion collisions at the SPS. Hence, the volume parameter in the canonical
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description may have to be increased to account for the higher multiplicity. This will result
in an increasing strangeness content. It is not clear whether the volume parameter should be
related to the initial volume or to the final size of the system at hadronisation. In the extreme
case, the observed strangeness content in pp collisions might also reach the saturation value
of 0.43 for Tc and µB = 0 in the GC limit.

This effect of strangeness increase might be amplified when selecting events with high
multiplicities. It has been observed by the UA1 Collaboration that the K+/π+ ratio increases
slightly with increasing

√
s [273]. ALICE will obtain sufficient statistics in pp to reach

multiplicities 10 times the mean multiplicity. This study has gained special interest recently.
Arguments for ‘deconfinement’ have been advocated in high-energy pp collisions [274]. Note
that an alternative interpretation to the results, not connected to deconfinement has also been
given [275]. The presence of jet events will allow for further very important studies. By
triggering on events with one, two or more jets, a ‘chemical analysis’ of these collisions
will be possible. A possible correlation between the initial and freeze-out phase might be
extracted. This very new opportunity would allow us to study whether the occurrence of hard
processes influences the distribution of the ‘soft physics’ part. Particularly interesting in this
context is the behaviour of strange and multi-strange particles, e.g. the K/π or �/π ratio in
combination with extremely hard processes.

The measurement of higher resonances in pp will be important to obtain the respective
population. This can be compared with what is found in heavy-ion studies, though in the latter
case the yields are likely to be changed by the destruction of the resonances during the time
between chemical and thermal freeze out (see the discussion of Fig. 6.74 above).

6.2.1.9. Particle momentum distribution. The agreement of the statistical model with most of
the experimental data suggests that the collision fireball created in A–A collisions is thermal
in nature. However, it does not explain how the system reached such a state; in particular,
can the process be unambiguously related to interactions between its constituents, and are
these partonic? As seen in Section 6.2.1.8, hadronic rescattering as well as an estimate
between chemical and thermal freeze-out can be inferred from final resonance abundances
and comparison with pure thermal model descriptions: apparently, at chemical freeze-out the
density of the fireball is still high enough so hadrons undergo significant rescattering. But
with increasing beam energy, it is expected that most of the reinteractions, which result in a
thermodynamical pressure and lead to the collective expansion of the medium, occur at the
partonic level. The overall collective motion, when integrated over the evolution of the system,
can be studied via particle momentum spectra. In addition, using particles with low hadronic
cross sections, one would like to quantify the partonic fraction.

The transverse component of the particle momentum spectra is often described using an
inverse slope parameter: it characterises particle transverse spectra at first order, assuming
that an exponential form describes the shape of the distribution properly. Therefore a system
which undergoes partonic then hadronic transverse collective expansion should show particle
momenta with three typical behaviours: (i) the inverse slope parameter must increase linearly
with the rest mass of the particle; (ii ) overall collective motion should increase with beam
energy and consequently with developed pressure; (iii ) particles with low hadronic cross
sections may have a lower parameter than that from a simple extrapolation. We try here to
define the main trend for particle momentum distributions from SIS to RHIC energies, and
then to extrapolate to LHC energies.

The left panel of Fig. 6.78 shows the mass dependence of the inverse slope parameter
for charged π , K and protons at SIS, SPS and RHIC. The collective transverse flow is not
only seen in high-energy data but already at SIS. As already mentioned, the dependence of
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the inverse slope parameters of pion, kaon and proton is seen to be an increasing function of
particle mass from SIS through SPS up to RHIC energies. If all particles decouple kinetically
approximately at the same time, then hadronic m t spectra could be characterised by only two
parameters: average thermal freeze-out temperature 〈T f 〉 and average flow velocity 〈vt〉 [207].
Detailed analysis has shown that such a picture indeed works within currently available data
at SPS for all particles with the exception of � and J/ψ and possibly φ [276]. These particles
have inverse slope parameters that are significantly lower than expected from flow systematics
as seen in the right panel of Fig. 6.78. The above discrepancy could indicate that these particles
are decoupled earlier due to their very low rescattering cross section with the surrounding
medium [278–280] at the hadronic stage.

At RHIC energies, the same picture was shown to be valid [281]. Moreover, important
progress has been made by showing that particle pt spectra are well described using the
concepts of fast thermalisation and hydrodynamical evolution of the system. The left panel
of Fig. 6.79 shows good agreement of the hydrodynamical model [282] with RHIC π+ and p
spectra measured in the low transverse momentum range for the most central data; the right
panel corresponds to p comparisons for several event centrality classes.

When fixing the equation of state, the decoupling energy density directly translates
into kinetic freeze-out temperature (Tfo). Hence, information related to thermal freeze-out
can be extracted from hydrodynamical evolution models: these temperatures are remarkably
constant at the AGS and SPS around 100–120 MeV but slightly higher at RHIC [282–285]
with 〈Tfo〉 ' 128–140 MeV. In this framework, centrality dependence is very important.

Models based on hydrodynamics [286, 287] can be used to estimate Tfo and the mean
transverse velocity 〈βt〉 simultaneously, and study their behaviour as a function of centrality.
These models do not contain a full hydrodynamical description, but instead describe the shape
of the m t spectra as a function of the particle mass. They allow us to study the centrality and
flavour dependence of the parameters Tfo and 〈βt〉[233, 288]. For this purpose, the system
is often modelled as an expanding source with a flow velocity profile that depends on the
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also shown. For φ and �, only the most central results [289] are presented. Dashed and solid lines
are 1 − σ and 2 − σ contours, respectively.

maximum emission radius. Particle spectra are fitted independently according to their flavour
content and information about a possible early hadronic decoupling (i.e. higher Tfo as well as
a smaller 〈βt〉) is extracted. Figure 6.80 corresponds to χ2 contour fits obtained with such a
model in the Tfo vs 〈βt〉 estimated space. The behaviour of multi-strange hadrons produced
in the most central collisions at top RHIC energies is compared with those for π , K and p
together in 9 centrality bins. Although the uncertainties are large for multi-strange hadrons
due to a lack of statistics (as shown by the rather large contours of φ and �), and although π ,
K and p are not feed-down corrected here, the first noticeable characteristics of Fig. 6.80 are:
(i) multi-strange particles and π , K and p have no overlap for contours for top central Au–Au
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√

sNN =

17.3 GeV from the NA57 experiment [290]. Minima of the fits are shown together with numerical
labels which indicates the particle(s) and the beam energy. For π , K and p, only STAR data are
shown for

√
sNN = 62 GeV and 200 GeV Au–Au collisions. The solid and dashed lines are 1 − σ

and 2 − σ contours, respectively.

collisions; (ii) multi-strange particles have a Tfo parameter7 minimum consistent with that for
the chemical freeze-out temperature, Tch, extracted from statistical thermal analysis, which
also matches Tc of LGT, and (iii ) the corresponding transverse velocity is ∼ 2/3 that of the
π , K and p for the same central event sample. On the other hand, the evolution of the system
between Tch and Tfo is dominated by hadronic rescattering and would here be described by the
cooling of the copiously produced particles (π , K and p), which acquire a stronger collective
flow during this phase. This relates to the decrease of the Tfo parameter contour for π , K and
p with increasing centrality whereas 〈βt〉 increases from ∼ 0.35 to ∼ 0.6.

The multi-strange baryons do not feel the same cooling and therefore do not have the
same time interval between chemical and thermal freeze-out. Consequently, by comparing
both multi-strange hadron and π , K and p behaviour, at RHIC energies one would favour a
scenario where a significant fraction of the transverse velocity is built at or prior to chemical
freeze-out, so that even with a low hadronic cross section, produced particles have a strong
collective motion. These main trends can be extrapolated to LHC energies by studying the
beam energy dependence of the contours. Figure 6.81 shows together SPS and RHIC data
from the NA57 [290] and STAR [289, 291, 292] experiments respectively for the multi-
strange baryons 4 and �. From the evolution of the corresponding contours between top
central Au–Au collisions at

√
sNN = 62 GeV to 200 GeV, it seems that the Tfo parameter

increases rapidly up to temperatures consistent with chemical freeze-out, despite the large
uncertainties due to statistics. However the evolution of the 〈βt〉 parameter for these particles
is less pronounced and similar to the increase of lower mass particles π , K and p. In addition,
it must be noted that no increase in the Tfo parameter is seen for π , K and p. This fact would

7 This fit parameter is only an estimate of the physical kinetic freeze-out temperature and further studies must be
performed to check that no systematic shift significantly biases its possible interpretation.
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suggest here again a different decoupling time between copiously produced particles and
multi-strange baryons. Such a measurement at LHC energies could further test this hypothesis
and help determining the systematics between the Tfo parameter and the thermal freeze-
out for these hyperons. For this purpose, we note that obtaining the resonance spectra (see
Sections 6.2.4, 6.2.6 and 6.2.5) is of great importance for the understanding of feed–down
decay effects and systematics in such a picture.

Using the compilation [202, 293] of Figs. 6.82, one can observe the beam energy
dependence over a larger scale for final-state particles corresponding mainly to π , K and
p. At LHC energies the Tfo parameter may well have converged to a constant value; it would
be very instructive to see if 〈βt〉 increases or starts to saturate.

Finally, we note that transverse flow is only one aspect, and that initial pressure also
leads to other observables which are sensitive probes of collective motion and equilibration
in heavy-ion collisions. One of these observables is the elliptic flow which is extensively
discussed in Section 6.4.

6.2.1.10. Dynamics in the soft and intermediate pt region

Intermediate pt region. Soft particle production (pt < 2 GeV/c) and the dynamics of the
bulk matter can be well described by statistical models and hydrodynamics, as discussed in
Section 6.2.1.3. However, one implication of fully thermal hadron distributions would be that
most information is lost about the preceding deconfined phase and the details of the parton
distribution functions. Fortunately, RHIC results have shown that some of this information
may survive in the intermediate momentum region between soft phenomena (pt < 2 GeV/c)
and hard scattering (pt >6–8 GeV/c), described by perturbative QCD (pQCD). Anomalous
proton/pion [294–297] and 3/K0

S ratios [298], as well as the momentum spectra relative to
the reaction plane (elliptic flow) seem to carry information about the parton distributions in
the early phases in this intermediate momentum region.

It is therefore essential to detect and identify mesons and baryons in this intermediate
momentum region in order to obtain a detailed picture about the early collective state of
the matter. Particle identification will be possible in ALICE (see Section 6.2.2) for most of
the hadron species up to a pt of at least 15 GeV/c, and here particle distributions should be
governed by pQCD.
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Here we present some of the relevant results from RHIC, focusing on momentum spectra
(i.e. the ratio of momentum spectra between central and peripheral collisions RCP) and baryon
over meson ratios. Elliptic flow aspects will be discussed in Section 6.4.

Nuclear modification factor. Hadron production in the intermediate-pt region has been
measured in Au–Au collisions at top RHIC energies. The extracted nuclear modification
factors [299] display a different suppression pattern for mesons and baryons as shown in
Fig. 6.83.

The data indicate a similar and strong modification factor for pions, kaons and φ,
independent of their large mass difference. For baryons the suppression is definitely much
smaller; in fact between 1.5–3 GeV/c there seems to be no suppression at all for protons (not
shown), 3s and 4s. Since the proton and φ have similar masses but different suppression,
it can be claimed that the behaviour of these suppression patterns is not of ‘thermal’ origin,
but instead depends on the quark content of the produced particles. This finding supports
constituent quark coalescence/recombination models, which were invoked to explain the
anomalous proton/pion ratio at RHIC energies [300–306]; however, there are a number of
open issues with these models which need further clarification and confirmation.

The standard picture of hadron production at high pt involves fragmentation of energetic
partons described by factorised fragmentation functions in a pQCD-improved parton model.
Fast partons propagate in the vacuum connected to each other via colour strings and finally
hadronise via (string) fragmentation. This mechanism is not applicable at low or even
intermediate-pt, especially in nucleus-nucleus reactions. In high-energy heavy-ion collisions,
where many partons populate the phase space, multi-parton processes become important and
potentially even dominant. In such conditions it may be most effective to create new hadrons
from partons that are already present and close to each other. This process is called quark
coalescence/recombination; it was first proposed for SPS energies in order to reproduce
hadron yields [307–309] and spectra [310–312]. It seems to work even better at RHIC
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and Fragmentation contributions respectively). Right: Nuclear modification factor RCP predicted
by a quark recombination+fragmentation model [305, 306] for mesons (K0

S) and baryons (3),
compared to STAR data.

energies [313, 314]. Since the matter at SPS, RHIC and LHC energies may reach, after
expansion, a similar pre-hadronisation state, where the strongly interacting quark matter may
be described by a massive quasi-particle picture [315], quark-coalescence may actually work
successfully over a very wide energy range.

For a quantitative analysis of the experimental data, one can follow two methods
employing coalescence/recombination models. In the simplest case one assumes thermal soft
hadron production and appropriate thermal spectra at pt < 2 GeV/c; then, neglecting quark
mass effects, one calculates hadron spectra directly from quark recombination [303–306].
Another possibility is to consider quark coalescence down to the softest momenta,
and treat the soft and intermediate hadron production jointly on the basis of quark
coalescence [300–302, 310–312]. In the momentum region 2< pt < 8 GeV/c both methods
yield similar results and the obtained coalescence yield must be added to the fragmentation
yield from higher pt. The left panel of Fig. 6.84 from Refs. [305, 306] displays this
superposition for charged hadron spectra whereas the right panel displays RCP distributions
for neutral strange particles in RHIC collisions.

The interplay between fragmentation and recombination reproduces quite well the pt

spectrum of charged hadrons as well as pions and protons separately. The region below
4 GeV/c would be dominated by quark coalescence/recombination, the region above 6 GeV/c
by parton fragmentation. In Au–Au collisions, parton energy loss effects were included in the
fragmentation yields, thus reproducing the nuclear suppression observed in the data, which
is an important effect in the fragmentation region (above 5 GeV/c). For lower pt values,
this suppression is counteracted by the recombination mechanism and a clear enhancement
appears, as seen also in the experimental data. Recombination yields more baryons than
mesons at a given hadron pt, since the three quarks recombining into a baryon have a larger
yield at pt/3 compared to quarks at pt/2, which recombine to form the mesons [317].

Baryon/meson ratio. The behaviour of the anti-baryon/baryon ratios (B/B) as a function of
pt has been studied at RHIC energies [294–298], and differs from the predictions of pQCD-
inspired models; these predicted a stronger decrease of the ratios (see e.g. Ref. [318]). For this
reason one can conclude that perturbative effects are not dominant up to quite high transverse
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momenta (pt ' 6 GeV/c). Hadronization via coalescence in the intermediate pt region is
a possible scenario which could explain the measured RCP as presented before. However,
one can speculate whether this is not a more simple effect related to collective motion (i.e.
transverse radial flow would ‘push’ spectra further for baryons than for mesons, depending
on mass) or if instead this can only be explained by a more sophisticated mechanism, such
as one involving gluonic baryon junctions [319, 320]. This can be further investigated using
baryon/meson ratios and flavour dependence, shown in the left and right panels of Fig. 6.85 for
the p̄/π ratio in central Au–Au collisions and for the3/K0

S ratio in several different centrality
bins respectively.

In order to describe the p̄/π ratio of the left panel of Fig. 6.85, the contribution of
both coalescence and radial flow is needed, respectively, for the magnitude of the ratio
and for the location of the turnover. In fact, if coalescence were the only mechanism, the
proton/pion ratio would increase continuously with increasing pt. However, a maximum can
be seen clearly around 3 GeV/c. This is explained by the fact that pions have a significant
fragmentation contribution above 3 GeV/c, whereas proton fragmentation appears much later
due to the mass dependent transverse radial flow. The flavour and centrality dependences
add more constraints to these models. The right panel of Fig. 6.85 shows the 3/K0

S ratio
for pp collisions and Au–Au as a function of centrality at

√
s = 200 GeV [298]. The radial

flow contribution is expected to increase with centrality and lead to a pt value for the
turnover region that increases continuously with centrality. This is also true for calculations
including baryon junctions [319, 320], whereas coalescence may not work for more peripheral
collisions where the phase space is not populated enough. Therefore one can hope that, with
sufficient statistics and precise measurements, it may be possible to distinguish between these
models.

Discussion and expectations at LHC energies. Extrapolation to LHC energies [316] requires
an estimate of radial flow and of quenching factors, both of which will affect hadron spectra.
With quenching factors of order 10 at 10 GeV/c [321] and with flow presumably increasing,
it is quite likely that the intermediate pt region at LHC will extend to higher momenta than at
RHIC. The left panel of Fig. 6.86 from Ref. [316] shows predictions for the recombination and
fragmentation components of the π0 spectra assuming a freeze-out temperature of 175 MeV
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Figure 6.86. Left: Transverse momentum spectra of π0 for central Pb–Pb collisions with
√

s = 5.5 TeV at mid-rapidity [316]. Fragmentation from pQCD (dotted), recombination (long
dashed) and the sum of both (solid line) are shown. The parameters for the thermal parton phase are
T = 175 MeV and vt = 0.75c. For pions recombination for different radial flow velocities 0.65c
and 0.85c (lower and upper short dashed) are also shown. Right: The p/π0 ratio for Pb–Pb at LHC
(solid) and for Au–Au at RHIC (dashed line) as predicted by a calculation using recombination
and pQCD [316]. The baryon enhancement is pushed to higher pt for LHC.

and a transverse radial flow of vt = 0.75c (recombination components corresponding to
vt = 0.65c and vt = 0.85c are also shown for comparison).

The turnover between the two regimes is shifted from 4 GeV/c (see left panel of Fig. 6.84
on page 1569) to 6 GeV/c for pions when going from RHIC to LHC energies and even further
for protons [316], all well within the range of ALICE particle identification capabilities. The
right panel of Fig. 6.86 shows the resulting prediction for the p/π0 ratio at LHC compared to
RHIC.

6.2.2. Identified particle spectra

6.2.2.1. Particle identification ranges with ALICE. Particle identification (PID) has proved
to be invaluable for a number of observables at both SPS and RHIC and over a momentum
range much larger than originally anticipated. Examples are the distinctive patterns observed
for the mass and flavour dependence of radial and elliptic flow, or the anomalously large
baryon to meson ratios measured in inclusive spectra out to several GeV at RHIC (see
Section 6.2.1). Particle identification information is crucial in all these cases for a quantitative
analysis and interpretation of the results.

The intermediate momentum region where particle ratios differ significantly between pp
and heavy-ion collisions extends at RHIC out to 5–6 GeV/c and may well extend further at
LHC. Particle identification in this transition region, where soft and hard processes compete,
is crucial in order to disentangle different particle production mechanisms, e.g. constituent
quark coalescence versus jet fragmentation.

At even higher momenta, it will be interesting to study both inclusive particle spectra and
jet fragmentation with identified particles. Both observables are related to the energy loss of
hard scattered partons in the surrounding hot and dense matter (‘jet quenching’). By identify-
ing the leading hadron, one may be able to enrich the jet sample with either quark or gluon
jets [322], which suffer different amounts of energy loss in matter owing to the different colour
charges of the scattered parton. The hadron composition in the soft part of the jet fragmenta-
tion function may contain information about the interaction between the energy radiated into
low momentum gluons and the surrounding matter. In summary, many physics analyses will
be greatly improved or even rely on particle identification at intermediate and high pt.
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Table 6.15. The table shows the momentum range over which photons can be identified using the
specified detector and technique. The rapidity region is also given.

Photon Range (GeV/c) PID technique/sub-detector Reference Comments

direct γ 0.1–20 Stat. analysis (PHOS) Section 6.9 mid-y

Estimated ranges for particle identification in ALICE at mid-rapidity are shown in
Fig. 6.87. Each range is an estimate for 10 M most central events and corresponds to a particle
identification technique using the main subdetectors of the experiment.

Details can be found in Tables 6.15, 6.16, 6.17 and 6.18. The list is not exhaustive and the
ranges may vary depending on the model used for the simulation (e.g. no high-pt suppression
was assumed). For technical aspects and dedicated analyses, see the ‘Reference’ column in
these tables.

6.2.2.2. Particle identification at large transverse momenta based on specific energy loss
measurements in the TPC. Specific ionization in the TPC provides an excellent way of
identifying charged hadrons at high pt with good efficiency and large acceptance, and
compares well with the other particle identification techniques listed in Tables 6.16 and 6.17.
Using the TPC we will be able to measure inclusive particle spectra for pions, kaons, and
protons on a statistical basis and to identify individual tracks as pions or protons with
reasonable efficiency and good purity up to momenta of at least 50 GeV/c. The upper limit
will depend on the available statistics rather than instrumental limitations.

Specific ionization at large transverse momenta in the ALICE TPC. The mean energy loss
〈dE/dx〉 of particles traversing the TPC detector gas is related to the velocity β of the particle
by the Bethe–Bloch equation

〈dE/dx〉 = C1/β
2(ln(C2β

2γ 2)−β2 + C3), (6.15)
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Table 6.16. As for Table 6.15, but for mesons.

Meson Range (GeV/c) PID technique/sub-detector Reference Comments(1)

ϒ ′′ 0–6 Inv. mass analysis Section 6.6 −4< y <−2.5(2)

ϒ ′ 0–7 Inv. mass analysis Section 6.6 −4< y <−2.5(2)

ϒ 0–13 Inv. mass analysis Section 6.6 −4< y <−2.5(2)

ψ ′ 0–9 Inv. mass analysis Section 6.6 −4< y <−2.5(2)

J/ψ 0–19 Inv. mass analysis Section 6.6 −4< y <−2.5(2)

D0 1–15 Secondary vertex reco. Section 6.5.4 mid-y
φ 0.2–15 Inv. mass reco. Section 6.2.5 mid-y
K∗ 0.2–15 Inv. mass reco. Section 6.2.6 mid-y
ρ0 0.2–8 Inv. mass reco. Section 6.2.4 mid-y, hadronic decay
K0

S 0.2–12 Secondary vertex reco. Section 6.2.3.2 mid-y(3)

K± 0.3–13 Secondary vertex reco. Section 6.2.2.6 mid-y
K± 0.1–0.5/5–50 dE/dx (ITS+TPC/Rel. rise) Section 5.4.1,2 mid-y(4)

K± 1–3 HMPID Section 5.4.5 mid-y(4)

K± 0.35–2.5 Time Of Flight Section 5.4.4 mid-y(4)

π0 0–100 PHOS Section 6.2.2.4 mid-y(4)

π± 0.1–0.5/5–50 dE/dx (ITS+TPC/Rel. rise) Section 5.4.1,2 mid-y(4)

π± 1–3 HMPID Section 5.4.5 mid-y(4)

π± 0.3–2.5 Time Of Flight Section 5.4.4 mid-y(4)

(1) For all mesons no high-pt suppression was taken into account;
(2) Corresponds to 4 × 108 central (10% most central) events recorded with the Muon Spectrometer;
(3) Corresponds to an exponential input distribution with an inverse slope of ∼ 400 MeV (see the φ Section 6.2.5).

Estimations for power law or Levy spectrum shapes are under study;
(4) See Section 5.4.6 for combined PID and Sections 5.4.2,3 for PID technique in the relativistic rise.

Table 6.17. As for Table 6.15, but for baryons.

Baryon Range (GeV/c) PID technique/sub-detector Reference Comments (1)

3c Secondary vertex reco. Under investigation mid-y
�± 1.5–7 Secondary vertex reco. Section 6.2.3.3 mid-y(2)

3∗ 0.5–5 Inv. mass reco. Extrapolation mid-y
4± 1–8 Secondary vertex reco. Section 6.2.3.3 mid-y(2)

1 0.25–2 Inv. mass reco. Extrapolation mid-y
3 0.5–11 Secondary vertex reco. Section 6.2.3.2 mid-y(2)

p± 0.15–0.9/5–50 dE/dx (ITS+TPC/Rel. rise) Section 5.4.1,2 mid-y(3)

p± 1–5 HMPID Section 5.4.5 mid-y(3)

p± 0.45–4 TOF Section 5.4.4 mid-y(3)

(1) For all baryons no high-pt suppression has been taken into account;
(2) Optimization using the ITS are under study to allow us to reach lower limits;
(3) See Section 5.4.6 for combined PID and Sections 5.4.2,3 for PID technique in the relativistic rise.

Table 6.18. As for Table 6.15, but for nuclear fragments.

Nuclear fragments Range (GeV/c) PID technique/sub-detector Reference Comments

d, t, 3He, 4He 0.5–10 dE/dx (ITS+TPC) Section 6.2.2.5 mid-y(1)

(1) This is an instrumental limit, the actual one depends on production cross section and pt spectrum of each
anti-nuclei.

with γ = 1/
√

1 −β2 and detector specific constants C1, C2, and C3. Since the mean energy
loss depends on velocity rather than on momentum, combining momentum and 〈dE/dx〉

information yields the particle mass, hence its identity.
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Figure 6.88. Momentum dependence of the mean energy loss 〈dE/dx〉 for pions, kaons, protons,
and electrons according to the parametrisation of equation 6.15 valid for the ALICE TPC. The
mean energy loss is normalised to unity for minimum ionizing hadrons.

Figure 6.88 shows a parametrisation of equation 6.15 valid for the ALICE TPC. The
mean energy loss for different particle species is well separated both below and above the
minimum ionization region, which appears at 3< βγ < 4. Particle identification using energy
loss information from both ITS and TPC at low momentum, in the non-relativistic region, is
described in detail in Section 5.4.2 and 5.4.3.

The TOF array and, with smaller acceptance, the HMPID can identify charged hadrons
up to βγ ∼ 5–6, where the energy loss curves cross each other and therefore the dE/dx
information is ambiguous. In this section we focus on the relativistic region, i.e. βγ > 5–6;
which together with the other particle identification techniques used in ALICE provides
continuous coverage for pions, kaons and protons from very low momentum up to at least
50 GeV/c.

The experimental procedure for the determination of dE/dx in the ALICE TPC is
described in Section 5.1.3. The measured values of the energy loss at any given momentum
follow a Gaussian distribution to a very good approximation, with a mean given by
equation 6.15. The first moment of the distribution, the standard deviation (σ ), defines the
separation power; it depends on detector design and on track properties, e.g. on the number of
pads and on the number of measured points in the TPC.

The resolution, defined as the first moment divided by the mean value, was determined
from detailed detector simulations to be 5.5% in situations at low multiplicity growing to 6.5%
in high multiplicity environments. These results are experimentally confirmed by tests with a
prototype of the ALICE TPC [323, 324].

The separation power between particles species A and B at a given momentum can be
quantified by the difference of their mean energy loss values in units of σ :

NσA,B =
〈dE/dx〉A − 〈dE/dx〉B

(σA + σB)/2
. (6.16)



ALICE: Physics Performance Report, Volume II 1575

p (GeV/c)
20 40 60 80 100

p (GeV/c)
20 40 60 80 100

σ
N

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

-Kπ

-eπ

K-p

Figure 6.89. Momentum dependence of the separation between 〈dE/dx〉 values for three particle
combinations in units of the energy loss resolution. The upper set of curves corresponds to 5.5%
resolution the lower to 6.5% resolution.

Figure 6.89 shows the momentum dependence of NσK−p, Nσπ − K, and Nσπ−e, using
equation 6.15 for the mean energy loss and assuming a resolution of 6.5% (representative of
central Pb–Pb collisions) or 5.5% (as expected in pp and peripheral Pb–Pb collisions).

The pion-electron separation was included to demonstrate the separation power available
in addition to the TRD information for electron identification below 20 GeV/c. Both TOF
and TRD information can be used to eliminate the electron contamination from the hadron
spectrum in the cross-over region. At high multiplicities (6.5% resolution), the separation
between pions and kaons drops from 2.1 at 5 GeV/c to 1.2 at 50 GeV/c; the kaon-proton
separation shows in the same range a maximum of about 1.4 and drops to 1.2.

Given sufficient statistics, such a separation power is sufficient to identify hadrons on a
statistical basis up to very high momenta [325]. However, it will require a good calibration of
the TPC, excellent knowledge of the response function and good control of systematic errors.
In ALICE we shall be able to measure the detector response (i.e. both position and width of
the energy loss distribution) in real events by using high purity samples of particles identified
with the other PID detectors (TOF, HMPID, TRD) in the appropriate momentum regions.
Topological cuts (e.g. K0

s → π+π−, photon conversions γ → e+e−) can be used to study
the response function at high momentum. Charged and neutral kaon spectra are measured in
addition via secondary vertices (see Sections 6.2.2.6 and 6.2.3.2), which will allow systematic
comparisons between the independent methods.

pt range of inclusive spectra of identified hadrons. In order to reach reasonable statistics at
high pt, we have simulated the particle identification capabilities of the TPC in a parametrised
fast Monte Carlo, using as input the mean energy loss (equation 6.15) and assuming a
Gaussian energy loss resolution with a width of 6.5%. The statistics used in the examples
given below corresponds to one year of running, i.e. 107 central Pb–Pb events.
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Figure 6.90 shows an example of a dE/dx distribution of hadrons in a 1 GeV/c bin
centred at pt = 5 GeV/c, integrated over the acceptance of the TPC. Particle ratios were
chosen to be π : K = 2 : 1 and π : p = 1 : 1, typical of RHIC measurements at intermediate
pt [295].

The solid line in Fig. 6.90 shows a fit to the dE/dx spectrum, with the sum of three
Gaussian functions, representing the three hadron species. In the fitting procedure, the
distances between mean values were fixed by the Bethe–Bloch relation and the resolution
was assumed to be identical for all species. Hence five parameters needed to be optimised by
the fitting algorithm: three normalisation constants (one for each species), the mean value of
the pion peak and the common resolution.

The latter two parameters were allowed to vary, by 10% and 5%, respectively, around
the expected value. Table 6.19 lists the result of the fit procedure along with the input values.
To illustrate the importance of a detailed understanding of the detector response, the results
using a less constrained fit with nine free parameters are also given in Table 6.19. If resolution,
mean value, and normalisation constant of all three hadron contributions are treated as free fit
parameters, the relative error increases significantly. In this range of intermediate momenta,
pions and protons are well separated. Kaons are more difficult to identify, firstly because they
are less abundant and secondly, because they are strongly contaminated by both, pions and
protons.

Figure 6.91 shows a second example, corresponding to a one GeV/c bin around
pt = 50.0 GeV/c. The total number of entries and resolution is chosen in the same way
as in the above example. Ratios have been set to π : K = 3 : 1 and π : p = 4 : 1, values which
are typical for jet fragmentation at high pt, as simulated by PYTHIA [150] for pp collisions.

Despite the fact that pions, kaons, and protons are less separated in this case, the input
values can be recovered with reasonable precision as can be seen from the lower part of
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Table 6.19. Comparing the input yields of the Monte Carlo study to yields retrieved from a 5- and
9-parameter fit. For details see text.

Momentum Particle Input number Error of 5 parameter fit Error of 9 parameter fit

5 GeV/c π 5.86 M 0.05% 0.11%
5 GeV/c K 2.93 M 0.15% 0.27%
5 GeV/c p 5.86 M 0.08% 0.09%

50 GeV/c π 4 377 3.8% 3.8%
50 GeV/c K 1 461 9.1% 26%
50 GeV/c p 1 087 7.3% 19%
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Figure 6.91. dE/dx spectrum of pions, kaons and protons with pt = 50 GeV/c at midrapidity.
Solid line indicates fit result, shaded areas correspond to contributions from individual hadrons.
Total number of entries equals estimated hadron yield of 107 central Pb–Pb collisions.

Table 6.19. Compared to an ideal situation, where the statistical error would be proportional
to the square root of the number of particles, the unfolding procedure increases the uncertainty
by a factor which varies between 1.2 (pions at low pt) and 10 (kaons at high pt).

The charged-particle spectrum, corresponding to 107 central Pb–Pb events, is shown in
Fig. 6.92 between 10 and 50 GeV/c, assuming particle ratios π : K = 3 : 1 and π : p = 4 : 1.
Performing a five parameter fit as described above, the individual hadron yields have been
determined in bins of one GeV/c. The error is given by the available statistics and reaches
about 10% to 15% for kaons and protons at the highest pt. It must be noted that no high-pt

suppression was included for the determination of these hadron yields.

Track-by-track particle identification at large transverse momentum. Besides measuring
inclusive spectra, where particles are identified on a statistical basis, a number of observables
(e.g. leading particles in jets) require individual particle identification with good efficiency
and purity. Given the TPC performance, this is possible for pions and protons in the complete
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momentum range as discussed before, i.e. from 5 GeV/c to 50 GeV/c, where the upper end is
likely to be given by statistics rather than instrumental limitations.

By applying a lower (upper) cut on the dE/dx distribution (see e.g. Fig. 6.90) for pions
(protons), a reasonably pure sample of identified particles can be selected. The left hand side
of Fig. 6.93 shows the dependence of the proton and kaon efficiencies as function of the pion
efficiency when varying the dE/dx threshold. Closed and open symbols correspond to two
different transverse momenta (5 and 50 GeV/c, respectively) assuming a resolution of 6.5%.

Examples of numerical values of the contamination are listed in Table 6.20. If in the
lower transverse momentum case a minimum dE/dx value is chosen, which selects 90% of
the pions, 2.8% of the total number of protons and 21% of the total number of kaons also
meet the cut criterion. Assuming particle ratios π : K = 2 : 1 and π : p = 1 : 1, the efficiencies
correspond to a purity of 87%, where purity is defined as the ratio of correctly identified
particles, to the total number of selected particles.

The choice of a maximum dE/dx value selects a proton sample. The relation between
the proton efficiency and the contamination by pions and kaons is illustrated on the right hand
side of Fig. 6.93. The lower part of Table 6.20 gives some numerical examples for this case as
well. According to Fig. 6.89, the distance of the dE/dx values of kaons and protons in units
of σ decreases only slightly with increasing transverse momentum. Hence the contamination
of the proton sample by kaons is similar at low and at high transverse momentum.

6.2.2.3. Pion and proton production in pp collisions. Experimental results on p̄/p and
p/π ratios for

√
sNN = 200 GeV at RHIC were obtained up to a transverse momentum

of at least 6.5 GeV/c [326, 327]. These measurements cannot be explained by pQCD-
based models [318]. For Au–Au collisions the p/π ratio starts with the same value as in pp
collisions at low pt but increases up to a maximum around 2–3 GeV/c (see Section 6.2.1.10).
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Table 6.20. Examples for individual track identification cuts. The purity has been calculated
assuming the ratios π : K = 2 : 1, π : p = 1 : 1 at 5.0 GeV/c, and π : K = 3 : 1, π : p = 4 : 1 at
50 GeV/c.

Momentum pion efficiency proton efficiency kaon efficiency pion purity

5.0 GeV/c 90% 2.8% 21% 87%
50 GeV/c 70% 3.1% 25% 88%

Momentum proton efficiency pion efficiency kaon efficiency proton purity

5.0 GeV/c 60% 1.6% 17% 86%
50 GeV/c 40% 0.4% 7.3% 78%

Moreover: (i) the ratio p̄/p has been found to be virtually independent of the pt of the
particles [328], and is smaller than would be expected if only classical mechanisms of baryon
stopping are invoked; (ii) the p̄/p ratio measured in pp collisions is different from that obtained
in Au–Au collisions at the same energy of

√
sNN = 200 GeV . For these reasons, baryon

transfer and hadronisation into baryons still need to be investigated in both nucleon–nucleon
and nucleus–nucleus collisions. The study of identical and mixed ratios at LHC energies will
give further information about these mechanisms.

In this section we investigate the predictions of three different baryon production
mechanisms (Simple Popcorn, Advanced Popcorn and ‘Baryon Junction with New Multiple
Interaction’) as incorporated in the latest PYTHIA version [329] in pp collisions at 14 TeV in
order to see the expected differences among them for some observables: the proton spectra,
the multiplicity, and the p̄/p and p/π ratios. For more details about the models and about this
analysis, see [330].
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Figure 6.94. pt spectrum for antiprotons (a) and ratio for antiproton to proton (b) for three
different models: Simple Popcorn, Advanced Popcorn and Baryon Junction with New Multiple
Interaction.

Proton production in pp collisions at 14 TeV. We present simulations each of these three
mechanisms in order to investigate their influence on certain experimental observables. The
simulations at present do not take into account the feed-down of weak decays into protons and
pions. For each case 106 events were generated.

p̄/p ratio. Fig. 6.94(a) shows the pt spectra and the antiproton to proton ratio for Simple
Popcorn compared to the Advanced Popcorn and ‘Baryon Junction with new Multiple
Interaction’ models. The results indicate that the ratio is constant and very close to unity,
see Fig 6.94(b). Qualitatively we observe that the Simple Popcorn algorithm produces more
protons than the Advanced Popcorn, at any pt. The p̄/p ratio, integrated from a pt of
300 MeV/c to 4 GeV/c, is identical for the three models. The Baryon Junction mechanism
produces a different pt spectrum from the other two at high pt.

p/π ratio. The systematics of baryon production are reflected in the ratio of proton to
pion production. Fig. 6.95 shows the ratios obtained with the three models. The ratios are
different both in full pseudorapidity and at central rapidity. Since the multiplicity distributions
are different depending on the mechanism, see Fig. 6.96, we also show the predictions
for different multiplicity bins. The results are given in Fig. 6.97(a) and Fig. 6.97(b) for
the Advanced Popcorn and ‘Baryon Junction plus New Multiple Interaction’ mechanisms
respectively. The simulations do not allow us to determine a clear trend with multiplicity,
although significant differences are observed.

The results for the proton to pion ratio indicate a larger sensitivity to the proton production
mechanism than in the case of the p̄/p ratio. The present simulations show that with a million
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Figure 6.96. Charge multiplicity distributions for three different baryon production mechanisms
in the whole pseudorapidity range.

pp minimum bias events it will be possible to extract spectra and ratios in the range where
ALICE can provide particle identification, which would allow us to perform a study of the
mechanisms of baryon production.
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6.2.2.4. Hadron and π0 transverse momentum spectra in central Pb–Pb collisions. The
study of pt distributions is a very important tool in heavy-ion physics. Transverse momentum
spectra in the region pt ∼ 1 GeV/c provide valuable information on the details of the
expansion process since they are very sensitive to radial flow effects and to the temperature
of the expanding hadronic gas. Such studies will be carried out in ALICE by investigating
the pt distributions of identified particles. With the advent of heavy-ion colliders which can
provide collisions with

√
s > 100 GeV/nucleon, the region corresponding to pt > 10 GeV

becomes accessible to experiments. At such energies it is possible to produce events where
hard partonic collisions take place. These events can be experimentally tagged through
the detection of jets of hadrons coming from the fragmentation of high-pt partons, in
particular using the leading particles in the jets. Since hard scatterings occur well before
any medium is formed in the collision, the high-pt partons probe the matter produced
in the interaction. These partons are ‘quenched’ in a predictable way when they cross
a deconfined medium, so that the measured pt spectra are a possible signature of QGP
formation.

In this section, we will try to evaluate the expected high-pt hadron yield in ALICE in the
absence of any quenching effects. The investigation of various ‘quenching’ scenarios and of
the possibility of discriminating between them will be addressed in another chapter of this
document.

As a starting point, we use HIJING for event generation, without introducing in the
generator any quenching effect. In more detail, 104 central events (b < 2 fm) were generated,
tracked and reconstructed in the ALICE set-up. We recall that the charged multiplicity at
mid-rapidity for such a generator is of the order of 6000 particles per unit rapidity. The
reconstruction of the tracks in the TPC was carried out through a parametrisation of Kalman
filter tracking. This parametrisation was developed for physics performance studies involving
the detection of hadronic D0 decays (see Section 6.5).

Figure 6.98 shows the reconstructed pt spectrum of charged hadrons in the region
10< pt < 50 GeV/c, relative to a sample of 107 minimum bias events, a statistics roughly
corresponding to one year of ALICE Pb–Pb data taking. The high pt hadron yield for
a centrality bin corresponding to the impact parameter region b1 < b < b2 was obtained
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by appropriately weighting the distribution obtained for central HIJING events with the
probability P(b1, b2) of having an event in that centrality range. Furthermore, the high
pt yield, essentially due to hard scattering, was scaled proportionally to the average
number of nucleon-nucleon collisions Ncoll(b1, b2) for the various centrality bins. The
quantities P(b1, b2) and Ncoll(b1, b2) were calculated using the Glauber model, using as input
parameters a Saxon–Woods density distribution for the Pb nuclei and the value σ inel

NN = 57mb
for the nucleon–nucleon inelastic cross section.

In Fig. 6.98 one can see the high-pt spectrum relative to the events in the range 0< b <
2 fm, from an overall sample of 107 minimum bias events. In the same figure we also show
the number of tracks in the pt range 10< pt < 50 GeV/c for other centrality classes. All the
quantities refer to a situation where no quenching effects were introduced.

The cut at pt = 50 GeV/c in Fig. 6.98 is due to the available generated statistics. One can
get an idea of the statistics that can be expected at higher pt by performing an extrapolation
using a power-law function. In Fig. 6.99 we have extrapolated the charged hadron yield up to
pt = 100 GeV/c, using the function f (pt)= A/(pt + pt0)

α . For a sample of 107 minimum
bias events, we find that, in the absence of quenching effects, we would have 2.3 × 103

reconstructed tracks in the TPC with 50< pt < 100 GeV/c.
This estimate refers to a pure minimum bias trigger. The possible strategies being

considered in order to enhance the selectivity of the trigger (HLT, central event selection
at L1 with the ZDC) could significantly increase the statistics shown in Fig. 6.98.

Finally, high-pt physics can also be investigated in ALICE by detecting neutral particles.
In particular, such a study can be performed with the PHOS. The prompt photon yield can be
estimated from the simple parton model, which assumes no momentum dependence for the
parton distributions and fragmentation functions. For prompt photon production, the power-
law dependence of the cross section was derived by fitting a large number of data points with
the function [331]:(

E
d3σ

dp3

)
y=0

= A
(
√

s)n1

pn2
t

, (6.17)
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where the cross section is in pb/ GeV2,
√

s in GeV and pt in GeV/c. The parameters are
defined as

A = 6495, n1 = 1, n2 = 5.

The cross section for π0 production can be obtained from the parametrisation of cross
sections measured at lower energy, by means of an extrapolation to LHC energies. The same
functional form of Eq. 6.17 [332] was used, with parameter values

A = 7.89 × 10−1, n1 = 1.6744, n2 = 7.4515,

where the cross section is expressed in mb/GeV2.
These parametrisations of the photon and π0 production were used to estimate the

detection rates of these particles in the PHOS detector. The evaluation of the efficiencies
for photon and π0 detection is presented in Section 6.9 of the Physics Performance Report.
The detection rates for one ALICE year (106 s) for the most central Pb–Pb collisions
are shown in Fig. 6.100. The photon detection rate (left plot) is shown for the PHOS
standalone trigger without photon identification and with the selection of identified photons.
The π0 yield is shown for the standard ALICE trigger as well as for the PHOS stand-alone
trigger.

6.2.2.5. Production of nuclei and anti-nuclei. High phase space densities of nucleons and
anti-nucleons will be achieved in central Pb–Pb collisions at the LHC. In this environment,
nuclei and anti-nuclei can be formed through coalescence of nucleons and anti-nucleons at
the late stages of the collision. Formation can of course occur also earlier, but, because of the
low binding energy, light (anti-)nuclei are likely to dissociate if subjected to intense hadronic
rescattering. The production of light nuclei and anti-nuclei at mid-rapidity is thus expected to
reflect the conditions at or near freeze-out.



ALICE: Physics Performance Report, Volume II 1585

 (GeV/c)tp
10 20 30 40 50 60 70 80 90 100 110

-1
(G

eV
/c

)
t

dN
/d

p

1

10

10
2

10
3

10
4

Photon Spectra (Pb-Pb:1year)

No selection

High Purity selection 

 (GeV/c)tp
40 50 60 70 80 90 100

-1
(G

eV
/c

)
t

dN
/p

1

10

102

Stand-alone trigger

Normal ALICE trigger

Figure 6.100. The photon (left) and π0 (right) pt distributions expected for central Pb–Pb
collisions during one ALICE year (10 6 s).

The coalescence model relates the invariant yield of a nuclear fragment with mass number
A to the invariant yield of protons and neutrons

E A
d3n A

dp3
A

∣∣∣∣
pA=App

= BA

(
Ep

d3np

dp3
p

)A

, (6.18)

assuming that the proton and neutron yields are the same. Here, BA is the coalescence
parameter. For a static source, with a size much larger than the size of the nuclear fragment,
it can be shown that BA is determined by the volume, BA ∝ (1/V )A−1.

The production of deuterons and anti-deuterons around mid-rapidity have been studied at
RHIC. The STAR collaboration has measured anti-deuterons at

√
sNN = 130 GeV in the range

0.56 pt 6 0.8 GeV/c, using the information on dE/dx from the TPC for identification [333].
STAR has also observed anti-3He using the same technique. The PHENIX collaboration
has measured deuterons and anti-deuterons at

√
sNN = 200 GeV in the range 1.16 pt 6

4.3 GeV/c, using the Time-of-Flight for identification [334]. ALICE could use both of these
techniques, either separately or combined. The resolution in dE/dx and Time-of-Flight should
be comparable or better than in STAR and PHENIX, respectively. Since the yield of deuterons
and heavier nuclear fragments is relatively low, backgrounds from secondary interactions, e.g.
in the beam-pipe, might be a challenge. The secondary fragments have a very steeply falling
energy spectrum, however, so they are not expected to be a significant background above
pt > 1 GeV/c.

The production of light nuclei and anti-nuclei at mid-rapidity has also been studied in
heavy-ion interactions at the SPS [335] and AGS [336] energies.

The results at lower energies (RHIC and SPS) have shown that the assumption of a static
source with a constant coalescence parameter, BA, is an oversimplification. As expected,
BA decreases with increasing centrality of the collisions, reflecting the change in the size
of the participant volume. However, even for a fixed centrality, BA shows a clear increase
with increasing transverse momentum; the results are (at least qualitatively) in agreement
with the observed decrease in the HBT radius with pt. This clearly complicates the direct
determination of a source size from the coalescence analysis, but it also indicates that the yield
of (anti-)nuclei probes other properties of the emitting source, e.g. its space-time evolution and
collective transverse expansion.
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Measurements of (anti-)deuterons and heavier nuclei provide an indirect way to measure
the yield of (anti-)neutrons [334]. Assuming that coalescence is the correct formation
mechanism, but allowing a non-constant BA e.g. due to collective flow, the ratio of n/n can be
extracted from the measured d/d and p/p ratios. The ratios can be compared with predictions
from thermal models.

In ALICE, light nuclear fragments (d,t, 3He, 4He) as well as their antiparticles can be
identified via dE/dx and TOF up to very high momentum (10 to 20 GeV/c, depending on
mass). Both thermal and coalescence models predict that the yield of these fragments scales
approximately with a power of the fragment mass number with a ‘penalty factor’ of order 300
for each additional (anti-)nucleon. Using this scaling, we would expect to reconstruct in 107

central events about 106 deuterons, a few 103 tritium and 3He fragments and a small number
4He nuclei. Comparable but somewhat smaller numbers are expected for the respective anti-
nuclei because of the larger interaction cross sections.

6.2.2.6. Kaons identified via their kink topologies in pp and central Pb–Pb collisions. The
observed hadron spectra and correlations at RHIC reveal three transverse momentum ranges
with distinct behaviour: a soft range (pt 6 1.5 GeV/c) containing the remnants of the bulk
collision, an intermediate range (1.56 pt 6 6 GeV/c) where hard processes coexist with
the soft ones, and a hard-scattering range (pt > 6 GeV/c) providing partonic probes of the
early stage of collision matter. The RHIC findings for each of these three ranges, some
of them unexpected, raise a number of open questions (see for instance [233]) that will
need to be addressed. The emerging picture shows that strange quark production in hot
QCD is theoretically challenging, and experimental cross-checks requiring high statistics and
precision data in a large-pt range are needed to fully explore the observed phenomena, and
their connection to the properties of dense matter.

Recent theoretical studies [230, 337] suggest that at LHC strangeness may be further
enhanced relative to RHIC given that at LHC we reach greater initial temperatures and more
explosive flow. Being the lightest strange hadrons, kaons are expected to dominate the strange
sector by virtue of canonical thermodynamics. Thus, with a significant kaon production at the
LHC energies, owing to kaon’s high branching ratio to the muonic decay channel (branching
63.26%) and to the large angular acceptance of the central barrel of ALICE, the reconstruction
of the kink topology is a key technique for identifying kaons over a momentum range much
wider than that achieved by combining PID signals from different detectors (see Section
6.2.2.2 for this complementary technique).

The decay vertex is identified by selecting tracks of the same sign that are consistent
with an origin at the decay of a kaon somewhere in the TPC. Selection cuts on geometry and
kinematics are applied (at each step) to reduce the background due to random association
of tracks. The K/π rejection is performed by cutting on the transverse charged daughter
momentum calculated in the centre-of-mass system of the particle which decays. The kink-
finding algorithm is discussed in Section 5.1.7.2.

One question that arises naturally is whether the identification range we achieve allows
us to use kaons to get an insight into phenomena related to each of the three transverse
momentum ranges mentioned above. Thus, in this section we aim to evaluate the expected
yields and background contamination in pp and Pb–Pb collisions at LHC, as well as the range
of the transverse momenta over which significant statistics of kaons identified via their decay
topology will be available the first year of data taking at the LHC.

Estimation of the kaon yields. In order to evaluate the expected yields of kaons identified
via their kink topology, we have to account for reconstruction efficiency, detector acceptance
for the reconstruction chain, hadronic interactions and particle misidentification. All these
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Figure 6.101. Left: PYTHIA 6.214 prediction for pt distribution of charged kaons in 109 pp
collisions at

√
s = 14 TeV in the central barrel range. An overall event trigger efficiency of about

82% was taken into account. Right: HIJING parametrisation prediction for 107 central Pb–Pb
collisions with dNch/dη = 6000 at

√
s = 5.5 TeV .

corrections not only depend on the transverse momentum, but also on rapidity, on the event
multiplicity and track quality criteria. However, their functional dependence on pt is the
most important and we will obtain the inclusive spectrum of identified kaons via their
kink topologies by convoluting the transverse momentum distribution predicted for kaon
production at LHC, the acceptance profile and the reconstruction efficiency function. Thus, in
each pt-bin, the expected yield is given by:

N rec
K (pt)= N prod

K (pt)× ACC(pt)× EFF(pt) (6.19)

where N rec
K is the number of reconstructed kaons in the pt bin, N prod

K is the number of kaons
produced, ACC is the acceptance of the reconstruction chain and EFF is the reconstruction
efficiency.

Kaon production at LHC and acceptance. PYTHIA [150] version 6.214 with CTEQ5L as
parton distribution functions, multiple interactions and default values that regulate the cut-off
energy dependence was used to generate 2.5 × 106 minimum-bias pp events at

√
s = 14 TeV.

The pt distribution of kaons emerging from collisions as generated with PYTHIA in this
configuration was extrapolated to one year of LHC pp data taking (109 pp events). An overall
event trigger efficiency of about 82% (see Section 3.15.2 of PPR Volume I [3]) was taken
into account and a pseudo-rapidity (η) cut, |η|< 0.9, corresponding to the TPC geometrical
acceptance was applied. The extrapolated distribution is shown in the left panel of Fig. 6.101.
The right panel of Fig. 6.101 shows the pt distribution of kaons produced in 107 central
Pb–Pb collisions at LHC energy, generated using a HIJING parametrisation model (for details,
see [338] and Section 4.2 of PPR Volume I [3]). Here, we point out that the η distribution was
scaled to a charged particle multiplicity of dNch/dη = 6000 (expected to correspond to top
central data at LHC) in the pseudo-rapidity interval |η|< 0.5 and the kaon pt distribution
was obtained from the pion distribution by m t-scaling. For Pb–Pb collisions, the event trigger
efficiency is close to 100% (see PPR Volume I [3]). An η cut, |η|< 0.9, corresponding to the
TPC geometrical acceptance was applied as well.

The acceptance for the reconstruction chain, see Fig. 6.102, is a product of several factors:
geometrical acceptance, decay probability, the effect due to the fiducial volume restriction and
tracks quality criteria. Hence, we calculate it in each pt bin as the fraction of initially generated
kaons resulting in ‘findable’ generated kinks (see Chapter 5 for definitions). In order to do
this, we generated 3.5 × 106 single particle events (50% K+, 50% K−) with flat pt and η
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Figure 6.102. The pt-dependence of the acceptance of the reconstruction chain for the K → µν

decays.

distributions, and transported them through the ALICE set-up using the GEANT transport
code incorporated in the AliRoot framework. We recall that kaons have a cτ of 371.3cm
and we concentrate on the search for kinks inside the volume of the TPC. To maximize
the acceptance, the fiducial region is extended as much as the track precision and tracking
efficiency allow. Figure 5.55 of Chapter 5 shows that the fiducial volume cannot be extended
much outside the R =120–220 cm range.

Signal and background simulations. The predicted kaon yields at the LHC and the
acceptance of the reconstruction chain in the momentum range above a few GeV/c, see
Figs. 6.101 and 6.102 respectively, have shown that the estimation of the background
conditions, the efficiencies and the expected yields for reconstructed kaon decays would
require the generation of a huge number of events to get results with reasonable statistics,
and would therefore entail heavy use of computing resources. Hence, we performed this
study making use of the event mixing technique, where pure signal events are embedded
into background events at the level of summable digits (see Chapter 4 of PPR Volume I [3]).
This choice is based on the assumption that the quality of the reconstruction and, implicitly,
the background conditions depend crucially on the particle density and that the combinatorial
background given by pairs of uncorrelated tracks dominates over other background sources.
The mixing is done at the level of summable digits in order to incorporate the interference due
to the detector response between the tracks.

We generated a number N of signal events each consisting of 500 kaons (50% K+

and 50% K−) in the TPC acceptance in intervals of 0.5 GeV/c covering a wide range in
transverse momentum, with pt following m t-scaling and pseudo-rapidity distributions fixed
by HIJING model parametrisations. The kaons were transported by GEANT through the
detector set-up and forced to decay in the TPC fiducial volume (120< R < 220 cm) to the
K → µν decay channel. This was done to increase further the statistics of findable generated
signals. In addition to these signal events we also generated M = 60 HIJING background
events. Next, using the ‘microscopic’ simulators for the TPC and the other two tracking
detectors, ITS and TRD, the detector response up to the zero suppression level is simulated
independently for both pure signal and for HIJING background events. Then, the event mixing
is carried out in turn for combinations of each of the N signal events (500 kaons) with
each of the M HIJING background events, the result being N × M signal enriched events.
Finally, the full reconstruction chain was applied to each of these signal enriched events and
estimations of the reconstruction efficiencies and precision, and of the background which



ALICE: Physics Performance Report, Volume II 1589

 (GeV/c)
t

p
0 5 10 15 20

 (GeV/c)
t

p
0 5 10 15 20

E
ff
ic

ie
n
cy

 (
%

)

0

20

40

60

80

100

pp: ITS+TPC+TRD

 (GeV/c)
t

p
0 5 10 15 20

 (GeV/c)
t

p
0 5 10 15 20

E
ff
ic

ie
n
cy

 (
%

)

0

20

40

60

80

100
 6200≈η/dchdN

Pb-Pb: ITS+TPC+TRD

Figure 6.103. Left: Reconstruction efficiency as a function of pt for pp multiplicities. Right:
Reconstruction efficiency as a function of pt for central Pb–Pb (b < 3 fm) with dNch/dη ∼ 6200.

might be expected, were obtained for different charged particle densities under different
tracking detectors configurations: TPC stand-alone, ITS+TPC, and ITS+TPC+TRD.

Since the π → µν decay (cτ of 780.4 cm and branching ratio 99.98%) is the main
competing source of kinks, and the estimation of pion contamination with reasonable
confidence would also require a large number of events, especially in the hard pt region, we
have adopted the following strategy. We have fully simulated the central barrel, using samples
of 3000 kaons and pions respectively, with pt generated in intervals of 0.5 GeV/c spanning the
0.1–10 GeV/c range (in practice, we do not reconstruct pions with pt above 10 GeV/c). The
momentum and pseudo-rapidity distributions were fixed by HIJING model parametrisations
and both pions and kaons were forced to decay uniformly in the TPC fiducial volume to theµν
channel. This was done in order to achieve, both for kaons and pions, a uniform population of
the fiducial volume of the TPC with decays. Then we build the distribution of the K/π ratio as
a function of pt and decay radius, which later will be used to perform a normalisation which
takes into account the difference in the expected yields for kaons and pions, their different
lifetimes and the exponential lifetime distribution for the decaying particle, and the difference
in their branching ratios for the µν decay channel. After performing the selection cuts the
pion contamination found was below 2%.

Reconstruction efficiency, yields of reconstructed kaon decays and contamination. In this
section we will summarize the current results only for pp and central Pb–Pb (b < 3 fm) event
multiplicities when we use full combined tracking information (ITS+TPC+TRD). Some 60
central Pb–Pb (b < 3 fm) background events at

√
s = 5.5 TeV generated using the HIJING

1.36 generator with jet quenching and nuclear shadowing switched on, and a total of about
250 enriched signal events with a charged particle density dNch/dη ∼ 6200 at midrapidity
have been considered for this study. The magnetic field was set to 0.5 T.

The reconstruction efficiency was evaluated as the fraction of the findable generated
kaon decays that can be associated to reconstructed kaon decays. The left and right panels of
Fig. 6.103 show the results for pp and central Pb–Pb multiplicities respectively, as a function
of pt. Compared to pp, there is a significant drop in the reconstruction efficiency for central
Pb–Pb events due to cluster overlaps, which lead to lower tracking efficiencies for the two
track segments associated to a kink and higher uncertainties for the track parameters. At high
pt (pt > 10 GeV/c) both efficiency functions decrease gradually with the increase of pt. This
behaviour is consistent with a decrease in the decay angle and consequently, with the fact
that more kinks have decay angles which fall below the angular resolution of our detector. In
addition, the parameters of small decay angle kinks are determined with less precision and
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Figure 6.104. Background contamination (dark area) for central Pb–Pb (b < 3 fm) with
dNch/dη ∼ 6200. The hashed area represents the reconstructed signal.

fewer candidates meet our quality selection criteria. One of the cuts introduced to reduce the
background level is a pt-dependent selection on the decay angle. Here, we require that the
kink angle is not smaller than a certain critical angle parametrised in terms of the decay angle
reconstruction error. The main selection parameters and their cut values are listed in Table 5.4
of Chapter 5. We note that the cuts have been optimised to minimize the level of background
contamination while preserving the signal. The overall efficiencies for pp and central Pb–Pb
events with a charged-particle density dNch/dη ∼ 6000 is about 77% and 47% respectively.

Considering the existing uncertainties in the prediction of the charged-particle density,
we also calculated the efficiencies (not shown here) for central Pb–Pb events with different
charged-particle densities. For dNch/dη = 4000, the overall efficiency is about 54%, while for
dNch/dη = 2000 is around 67%. As expected, the background contamination in these cases is
lower.

The main source of contamination is background due to random association of tracks,
mostly low-pt tracks, and to a much lesser extent track splitting, pion decays, and decays of
kaons coming from secondary interactions. The level of background contamination in central
Pb–Pb events is shown as a function of pt in Fig. 6.104. In pp events the background is
negligible (well below the 1% level).

The yields of reconstructed kaon decays as a function of pt are obtained by convoluting
the distributions shown in Figs. 6.101, 6.102 and 6.103, namely the predicted momentum
distribution for kaons at LHC, the acceptance of the reconstruction chain and the efficiency.
They are illustrated in Fig. 6.105.

Using the left panel of Fig. 6.105 we see that for a total sample of 109 pp events,
usable statistics of kaons can be obtained up to pt = 14 GeV/c. For 107 central Pb–Pb
events with dNch/dη = 6000, see right panel of Fig. 6.105, this range extends up to at least
pt = 13 GeV/c.

The results depend strongly on factors which are poorly known, and it is possible that
the shapes, notably the inverse slope parameters (T ), of the real spectra will differ from
the ones we used in this simulation. The fit value for the exponential distribution slope
parameter we have used for kaons was found to be T ≈ 610 MeV in the intermediate-pt region
16 pt 6 5 GeV/c integrated over the whole pseudorapidity range of |η|< 8.

Statistically significant numbers of identified hyperons will be available up to
transverse momenta dominated by hard scattering of partons from the incoming nuclei (see
Sections 6.2.3 and 6.2.4). Owing to the access to a higher-pt range than that available to
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Figure 6.105. Left: Transverse momentum distribution of reconstructed Ks as expected for 109 pp
events. Right: Transverse momentum distribution of reconstructed Ks as expected for 107 central
Pb–Pb events.

the RHIC experiments, we will be able to investigate more definitively the quark scaling
behaviour expected from coalescence models and the effects of the traversed matter on hard
probes, i.e., the origin of the observed meson-baryon differences in flow and yield in the
intermediate-pt region, and also whether jet quenching is an indicator of parton, and not
hadron, energy loss. On the same footing, the broad-pt range we found to be statistically
accessible in pp collisions will allow us not only to provide references for the heavy-ion
collision data but also to gain insight into possible deconfinement in pp collisions and poorly
understood properties (e.g. the mean transfer momentum) via the measured strangeness
content (see Section 6.2.1.8).

Finally, we note that in the transverse momentum range 0.16 pt 6 3 GeV/c, the kink
reconstruction technique is complementary to the combined particle identification technique
described in Section 5.4.6.

6.2.3. Topological identification of strange and multi-strange particles. At LHC energies, it
is expected that a large number of particles containing strange valence quarks will be produced
(see Section 6.2.1.3). In Section 5.1.7.1 reconstruction of the decay topology was presented as
a key technique for strange-particle identification and hence the determination of yields and
dynamical properties for these particles.

In this section we show that, for both Pb–Pb and pp events, the statistics of the first years
of data taking (estimated to be 107 Pb–Pb events and 109 pp events at

√
sNN = 5.5 TeV )

should allow us to determine the main characteristics of hyperon production at mid-rapidity
with the ALICE detector. Note that the identification of hyperons is not limited by their
momentum, thus allowing them to be useful probes far beyond the scope of soft physics.

The expected yields for Pb–Pb collisions and the corresponding transverse momentum
(pt) spectra are presented for different hypotheses; the aim here is to evaluate the main
analyses which will rely on this technique and consider the prospects for others which should
be feasible in the short term. For example, anti-baryon/baryon ratios, mixed ratios and binary
collision scaled centrality ratios (RCP), should be statistically significant up to transverse
momenta dominated by hard scattering of partons from the incoming nuclei. Measurements
in elementary collisions will not only establish references for the heavy-ion analyses at LHC
but can in themselves bring significant insights to pp physics. For many observables the
understanding of specific behaviour in A–A collisions can be understood only by comparison
with data from lighter systems, and especially pp. For instance, it was by comparing with the
yields in simple reactions (such as pp and pBe) that it was possible to observe strangeness
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enhancement [239, 241] in the yields of strange and multi-strange hyperons at the top SPS
energies. This effect was put forward as evidence for deconfinement [339] and remains
an important probe of chemical equilibration for the created species in the medium (see
Section 6.2.1). However, at LHC energies it is not obvious (i) how to define the correlated
volume describing the system, i.e. the volume over which the particles created must satisfy
local conservation of quantum numbers, as regards strange-particle production [243], and/or
the scale ruling strange quark production [242]; (ii ) whether there will still be significant
differences between Pb–Pb and pp collisions. If it turns out that deconfinement occurs in pp
collisions (see Section 6.2.1.6), strange production analyses could give the first indication of
this.

One of the major results at RHIC has been the clear evidence of high transverse
momentum suppression and jet quenching [340, 341]. The reconstruction of secondary
vertices and strange particles may shed light on the flavour dependence of in-medium effects
as well as jet suppression since no limit in momentum other than statistics is reached using
this identification method. Corresponding analyses must be performed both for pp and Pb–Pb
data before conclusions can be drawn.

In addition, understanding pp physics at LHC will require the study of all phenomena,
including processes with large cross sections; ALICE can provide significant contributions
and results in this sector as well. In many respects, strangeness studies can play an important
role in the determination of the general properties of pp collisions. First of all, the mechanism
for baryon production is poorly known at LHC. It has been proposed that the gluons could
carry part of the baryon number [342, 343]; in this case, baryon stopping would extend to
mid-rapidity. The measurement of the baryon asymmetry at mid-rapidity for the proton and
3 would clearly reveal this phenomenon. In Eqs. 6.20 and 6.21, the values given are the ones
expected if this hypothesis [344] is true:

Ap = 2
p − p̄

p + p̄
≈ 0.05, (6.20)

A3 = 2
3− 3̄

3+ 3̄
≈ 0.3. (6.21)

The mean transverse momentum (〈pt〉) in pp collisions is also not well understood; when
observed at RHIC as a function of the particle mass [345, 346], the 〈pt〉 for the heavy particles
tends to approach the values obtained in Au–Au collisions. Although transverse radial flow
increases the observed 〈pt〉 of particles in heavy-ion collisions, the reasons for similar values
in pp collisions remain uncertain. Two other examples show that strangeness is a key tool
for investigating the properties of pp collisions: (i) strange baryon production allows us to
address the flavour dependence of the fragmentation functions [347, 348]; (ii) the feed-down
correction of proton yields needs the measurement of the primary 3 yield which in turns
requires the measurement of 4.

Studies of 3 and K0
S and of 4− and �− in Pb–Pb and pp collisions at mid-rapidity

and with the ALICE detector are investigated in the following paragraphs, which summarize
the information presented in several ALICE internal documents [349, 350]. The technical
conditions corresponding to both the simulation and the topology reconstruction of strange
particles are similar to those described in Section 5.1.7.1.

Firstly, we shall describe the simulated events: (i) for Pb–Pb, we use events generated
with HIJING and the selection strategies are based on a compromise between efficiency
and signal over background ratio (S/B); (ii) for pp events, more than 120 000 Monte Carlo
events were generated with the PYTHIA event generator [150, 351]. We shall present in
the next two subsections our best estimates of the expected efficiencies and reconstruction
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Table 6.21. Number of hyperons embedded in central HIJING events and related inverse slope
parameter (exponential distribution).

Particle 3, 3 4−, 4
+

�−, �
+

Embedded in Central Pb–Pb 100 15 3
T ( MeV) 650 700 800

rates in Pb–Pb for neutral single strange particles (K0
S, 3) and charged multi-strange ones

(4, �) respectively. In the subsequent pp subsections, the invariant mass distributions, the
reconstruction rates as a function of pt, and the pt spectra for a typical year of LHC running
are presented. Finally we shall discuss the assumptions used for these studies and the analyses
which will be investigated.

6.2.3.1. Simulation and selection strategies. A sample of 300 HIJING [42, 67, 352–354]
central events with dNch/dy = 4000 (i.e. the most central 10% of collisions) are considered
for Pb–Pb simulation studies. In order to estimate detection efficiencies for strange particles,
we need to generate realistic global production rates for these particles and combinatorial
background. Because the production rates of strange particles from HIJING are slightly low
as compared to the ones measured at RHIC energies [281, 355, 356], strange and multi-
strange particles are embedded in those events. The number of particles used corresponds
to predictions for LHC energies from thermal models (see Sections 6.2.1.3 and 6.2.1.4)
and extrapolations from RHIC and TEVATRON data [357]. The momentum distributions
have been chosen according to m t-scaling from pions [345] with characteristics shown in
Table 6.21.

Definitions of the acceptance, efficiency and reconstruction rate of the hyperon
reconstruction are explained below. The general notion of the acceptance corresponds to the
probability for a given produced particle to be findable, or reconstructible. The acceptance
depends on both the geometry and the physical properties of the detector. The definition of
‘findable’ is an extension of that given for a simple track (see Section 5.1.7.1) to a weakly
decaying particle. Hence we call ‘findable’ a particle which decays inside a fiducial zone,
and whose daughter tracks are all ‘findable’ for the weak decay channel we investigate.
The decay channels considered in this section are: K0

S → π+π−, 3→ pπ−, 4−
→3π− and

�−
→3K− (with their antiparticles for hyperons).
The definition of acceptance (ACC) for a given particle X is the following:

ACCX =
number of findable X

number of generated X
.

As a consequence, the acceptance for a given particle is limited by its decay branching
ratio, namely 68.6%, 63.9%, 99.9% × 63.9% and 67.8% × 63.9% for K0

S, 3, 4− and �−

respectively. Similarly, we define the reconstruction efficiency (EFF) for a given particle X
as:

EFFX =
number of reconstructed X

number of findable X
.

This efficiency describes the tracker ability to reconstruct a findable particle for a given set of
reconstruction cuts. Finally the reconstruction rate (εX ) of a given particle X is defined as the
product of ACCX and EFFX (i.e. the probability to reconstruct a generated particle):

εX = ACCX × EFFX =
number of reconstructed X

number of generated X
.
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Using a magnetic field of 0.5 T for momentum determination, several reconstruction
Pb–Pb strategies were evaluated differing on the size of the fiducial region and the
corresponding track selections: the first consists in limiting the hyperon vertex reconstruction
to the very narrow fiducial zone inside the beam-pipe (i.e. a cylindrical radius between 0.9 and
2.9 cm with respect to the beam direction) in order to benefit fully from the ITS resolution
and reduce as much as possible the background from primary particle combinations and
secondaries produced in the beam-pipe material. With this first approach, it is possible to
obtain clean signals (with a S/B of the order of 10), for the K0

S and 3; however the price to
be paid is a small reconstruction rate for all strange particles. This is especially noticeable
at high transverse momentum (pt) since the decay is likely to happen further away. This is
a consequence both of the choice of a small fiducial volume and of the selection of only
high quality tracks containing one cluster per ITS layer (i.e. 6 clusters). This is illustrated in
Fig. 6.106 showing the extent of the reconstruction region together with the radius of the ITS
layers and the cτ of the hyperons (which would correspond to the mean decay length only
with βγ = 1).

In order to increase the reconstruction rates in Pb–Pb, especially at high pt, a second
strategy was investigated. It consists of performing the V0 reconstruction with all the tracks
available in the TPC and no further selection based on the number of ITS clusters. However the
information given by the ITS for determining the vertex characteristics is used when available.
In such a case, the reconstruction zone radius can be larger than that of the last ITS strip layer
and extended up to the inner TPC radius. Although this limit could even be chosen further
inside the TPC, the extended radius was set to Rmax = 100 cm for this study.

The methods used for the reconstruction of strange particles in Pb–Pb events are also
used for V0 vertices and cascade identification in pp events. The cut parameters are however
relaxed in order to obtain the same signal to background ratio. One additional selection is
made by requiring that a given track can be associated to one V0 and one cascade only. Thus,
only the best candidate is kept when several V0 or cascades have a common track.

The reconstruction of secondary vertices relies on the reconstruction of the primary
vertex. In contrast with Pb–Pb events, the primary vertex resolution in pp varies [358] over
a wide range as a function of the multiplicity and can be considerably worse (see Section
5.1.1.4 on page 1320 and Fig. 5.5 on page 1319) than the value obtained in Pb–Pb collisions
(see Fig. 5.6 on page 1321). The position of the pp collision is determined in 3 dimensions via
the tracks reconstructed in the central tracker system (see Section 5.1.1.4 on page 1320). In
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Table 6.22. pp events classes used for these analyses.

Events Double diffractive Single diffractive Non diffractive Total

Not selected 9 098 14 451 3 643 27 192
Selected (% triggered events) 9 386 (4.3%) 12 891 (5.1%) 101 681 (90.6%) 123 958
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Figure 6.107. Acceptance of K0
S and3 particles as a function of pt for a V0 vertex reconstruction

zone extending up to a radius R = 100 cm.

low multiplicity pp events, the small number of tracks found in the ITS and the TPC leads to
a broadening of the vertex resolution. In the extreme case, the event cannot be reconstructed
satisfactorily in the central part of the detector because the position of the primary vertex is
not well determined. In this study, a selection is therefore made to remove those pp events
prior to the analyses of the strange particles. The selected events are those where at least
one SPD tracklet [359, 360] has been found. The accuracy of some reconstruction parameters
depends on the primary vertex reconstruction. The broadening of the primary vertex resolution
therefore leads to a decrease of the efficiency. However, relaxing the selection parameters
both increases the efficiency and minimizes the sensitivity to the error on the primary vertex
position. Although it was designed primarily for the reconstruction of Pb–Pb collisions,
ALICE is also well able to deal with high multiplicity pp events. Thus, the efficiency is
essentially increasing for such events.

We generated minimum bias pp collisions with PYTHIA 6.214 tuned for the LHC [361].
Table 6.22 contains the numbers of events divided in non diffractive, single and double
diffractive processes. Approximately 82% of all generated events are selected for this study.
However, the experimental event trigger would decrease this number. Assuming that a
coincidence between both V0 detectors is required, the event trigger efficiency has been
estimated to be 98% for non diffractive events, 50.7% for double diffractive events and 43.5%
for single diffractive events. The corresponding proportion of the analysed event sample for
each category when the trigger efficiency is taken into account is written in parentheses in
Table 6.22.

6.2.3.2. Single strange-particle identification in Pb–Pb collisions: 3 and K0
S. For 3

particles, the increase of the reconstruction zone results in a considerable rise with transverse
momentum for the acceptance (up to 25% on the average when integrated over the whole pt

range). The gain is most noticeable at high pt where a plateau at about 40–50% is reached
with a slight decrease after 6 GeV/c, as illustrated in Fig. 6.107.
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Figure 6.108. Distribution of the geometrical quantities for 3 signal (bold) and background
(dashed) for: (i) the cosine of the pointing angle (upper left panel); (ii) the DCA between positive
and negative tracks (upper right panel); (iii) impact parameters of the meson and baryon daughters
of the 3 (respectively left and right lower panels). The areas kept by the geometrical selections
are indicated by arrows.

Using this strategy, the secondary vertex parameters are determined, on average, with a
smaller accuracy than in the case where daughter tracks contain 6 ITS clusters. Therefore,
the geometrical selections on the V0 parameters (e.g. on the distance of closest approach
between the positive and negative daughter tracks (DCA), see Fig. 5.49 on page 1363) must
be loosened. The extended acceptance leads to a higher level of background. However, while
keeping a high level of efficiency, the S/B can be improved by tightening the conditions on
the track parameters (e.g. setting the minimum impact parameters of the daughters to higher
values) and by having more stringent kinematical selections.

Figure 6.108 shows the distributions of geometrical quantities (corresponding
respectively to cos2P, dca, b−, and b+ of Section 5.1.7.1 for 3 signal and 3 combinatorial
background together with the set of selections used as reference for reconstruction (see
‘refcuts’ in Section 5.1.7.1). This set of selections is optimised so as to get a good compromise
between signal efficiency and low level of background. The selections for 3 particles are
described below:

• cosine of 3 pointing angle: cos2P > 0.999;
• distance of closest approach between 3 daughters: dca < 0.5 cm;
• impact parameter in the transverse plane for the meson daughter of 3: b− > 0.15 cm;
• impact parameter in the transverse plane for the baryon daughter of 3: b+ > 0.1 cm.

Additional kinematical conditions were required to reduce the background further,
namely a minimum transverse momentum value of 180 MeV/c for meson (i.e. pion) and
600 MeV/c for baryon (i.e. proton). The corresponding distributions are shown in Fig. 6.109.
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Table 6.23. Estimated production yields, mean acceptances, efficiencies, reconstruction yields
and signal to background ratios for a reconstruction region restricted to 0.9< R < 100 cm and
reference selections.

Particle Generated per event ACC [%] EFF [%] Reconstructed S/B
in 45◦ < θ < 135◦ per event

K0
S 264 15 58 23 1.5

30 100 25.5 43 11 1.5
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Figure 6.110. 3 invariant mass spectrum corresponding to the reference set of selections (see text)
and obtained after reconstruction of 300 HIJING events (left panel). Signal (plain) and background
(dashed) as a function of pt for 3 reconstruction for the same 300 HIJING events.

Using this set of selections, an average efficiency of 43% and a 3 reconstruction rate
of about 11 per event were obtained. These estimates rely both on the yields and on the
related pt distributions which are quoted in Table 6.21. The relevant information is gathered
in Table 6.23 together with an integrated S/B of approximately 1.5. This is shown in the left
panel of Fig. 6.110, which represents the 3 invariant mass distribution obtained with these
conditions. In order to have an upper limit for the multiplicity dependence of these results,
and given the uncertainty range on top track density prediction at LHC, 3 reconstruction
has also been studied for dNch/dy = 6000. Using the reference selections quoted above, the
corresponding average efficiency is found to be 38%.

The pt distribution is shown in the right panel of Fig. 6.110 with a S/B larger than unity
over the whole pt range except below 1 GeV/c.

For K0
S reconstruction, the global acceptance value is about 15%. We obtain an average

efficiency of 58% which provides a reconstruction rate of 23 reconstructed K0
S per event when
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using the selections:

• cosine of K0
S pointing angle: cos2P > 0.998;

• distance of closest approach between K0
S daughters: dca < 0.5 cm;

• impact parameter for the negative daughter of K0
S: b− > 0.07 cm;

• impact parameter for the positive daughter of K0
S: b+ > 0.07 cm.

For the 3 reconstruction, if we release the conditions on the daughter impact parameters
(‘loosecuts’) in the following way: b− > 0.1 cm, b+ > 0.05 cm and increase the minimum
dca to 1 cm, the efficiency goes up to 55.5% (more than 14 reconstructed 3 per event) but
the global background level becomes higher (S/B= 0.9). This is shown in the left panel
of Fig. 6.111. Nevertheless, as shown in this figure (right), the background is dominant
essentially at low pt. For pt > 2 GeV/c, the background clearly drops below the signal
amplitude. Therefore, this set of selections can be used to increase the efficiency for 3
particles at intermediate and high pt.

For any set of cuts, when pt > 5 GeV/c, the efficiency decreases slowly with increasing
pt. This is mainly due to the fact that the vertices are determined with less precision as the
3 decay position moves away from the main vertex. To prevent such a drop, selections must
be loosened. Because the higher the pt of the V0, the smaller the impact parameters of the
daughters, we choose to loosen the requirements on the minimum impact parameter with
increasing pt. This is illustrated in Fig. 6.112 where the impact parameter distributions of the
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Table 6.24. Transverse momentum dependent selections for 3 reconstruction (see Fig. 6.113 and
related caption for definitions).

pt range (GeV/c) cos2P dca ( cm) b−( cm) b+( cm)

0–2.5 > 0.999 < 0.5 > 0.10 > 0.05
2.5–4.5 > 0.999 < 1.0 > 0.10 > 0.05
4.5–8 > 0.999 < 1.0 > 0.06 > 0.03

8–12 > 0.999 < 1.0 > 0.02 > 0.01
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Figure 6.113. 3 invariant mass spectrum obtained with the pt-dependent selection set (left panel).
Corresponding signal (plain) and background (dashed) distributions as a function of pt (right
panel).

negative 3 daughters are compared for two different momentum ranges: 1< pt(GeV/c) < 2
and 10< pt(GeV/c) < 12 respectively.

Hence, according to these trends, a set of pt-dependent selections was built up, allowing
for an improvement of the efficiency at intermediate and high pt, with which the background
is kept at a low level ( S/B> 1) over the whole pt range (except below 1 GeV/c). This set of
pt-dependent selections is defined for four pt ranges, as shown in Table 6.24.

Compared to the reference selections (see Table 6.24), the efficiency integrated over the
whole pt range shows a substantial increase (50% instead of 43%), whereas the global S/B is
only slightly reduced (from 1.4 to 1.2). The corresponding yield of reconstructed 3s reaches
13 per event, to be compared with 11. These results are illustrated in Fig. 6.113.

The reconstruction efficiency profile resulting from the pt-dependent selections is shown
in Fig. 6.114 together with its product with the acceptance (see Fig. 6.107) which gives the
reconstruction rate for 3 particles. The 3 pt spectra are shown in the left panel of Fig. 6.115
for two hypotheses. They define a likely interval for the expected spectra at LHC for central
Pb–Pb collisions, with an upper and lower estimate depending on transverse radial flow for
the 3 particle: the generated exponential spectra correspond respectively to inverse slopes of
800 MeV and 500 MeV. The convolutions of these spectra with the 3 reconstruction rate are
shown in the right panel and provide an estimate of the inclusive spectrum at mid-rapidity. We
conclude that for a total of 107 central events, 3 particles can be reconstructed up to at least
pt = 10 GeV/c.

6.2.3.3. Cascade particle identification in Pb–Pb collisions:4 and�. Assuming the inverse
slope parameters presented in Table 6.21 on page 1593, the integrated acceptances for the
reconstruction of 4 and � are ∼ 9% and ∼ 6% respectively. Their pt dependence at mid-
rapidity is shown in Fig. 6.116. The slight decrease for high-pt particles is due to the finite
fiducial volume.
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Figure 6.114. Efficiency and reconstruction rate as a function of transverse momentum for 3
particles, obtained with pt-dependent selections for identification.
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For the cascade (charged 4 or �) identification in Pb–Pb environment, we need to
reconstruct the three daughter tracks from the two successive weak decays, as shown in Colour
Figure IV. We first select the likely secondary 3 from the V0 sample. The selection of the 3
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Figure 6.117. Estimate of reconstructed cascade distributions (raw spectra) corresponding to the
convolution of inclusive pt spectra with the reconstruction rate and for a total statistics of 107

central Pb–Pb events (Left and right panels: 4 and � particle respectively).

daughters is done using minimum values of impact parameter which are similar to those used
for the primary 3. However, the condition on the dca of the 3 daughter tracks is tightened
in order to limit the combinatorial background. Further conditions are required for the 3
candidates, such as a minimum impact parameter to the primary vertex and an invariant mass
range selection. The V0 pointing angle to the primary vertex, however, must be kept loose. The
bachelor candidate must have a short dca to the 3 trajectory while its impact parameter has
a minimum value for selecting a secondary particle. Finally, the reconstructed cascade must
point back to the primary vertex. Therefore a maximum value for the cosine of its pointing
angle is used. The following selections and values are the ones which were used for both 4
and � studies:

• impact parameter for the meson daughter of 3: b− > 0.2 cm;
• impact parameter for the baryon daughter of 3: b+ > 0.06 cm;
• distance of closest approach between 3 daughters: dca(−,+) < 0.1 cm;
• cosine of 3 pointing angle: cos2PV0 > 0.995;
• invariant mass window around the 3 mass: m3 ∈ [1115.68 ± 5 MeV/c2];
• impact parameter for the 3: b3 > 0.1 cm;
• impact parameter for the bachelor daughter of cascade: bb > 0.12 cm;
• distance of closest approach between the bachelor and the 3 candidate: dca(3,b) < 0.1 cm;
• cosine of cascade pointing angle: cos2P4 > 0.9995.

The expected spectra for the 4 and � particles, using the efficiency and acceptance
profiles of Fig. 6.116, and for two hypotheses for the inverse slope parameters, are shown
in Fig. 6.117. Owing to the limited statistics for the simulated data, no further optimisation as
a function of pt has been considered so far. PID will significantly enhance the S/B, and will
be used to separate the � signal from the 4 by identifying the decay daughter (kaon instead
of pion). The 4 and the � invariant mass spectra obtained with such a set of selections are
shown in the left and right panels of Fig. 6.118 respectively. The estimated reconstruction
efficiency for the 4 is close to 5% (6%) on average which yields a 4 (�) reconstruction rate
of 0.075/event (0.01/event).

6.2.3.4. Single strange-particle identification in pp collisions: 3 and K0
S. For pp events, the

reconstruction of secondary V0 vertices is studied with two different selection sets listed in
Table 6.25. The first sample corresponds to the selection parameters employed for the event
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Figure 6.118. Left panel: 4 invariant mass spectrum obtained with the reconstruction of 300
HIJING events. Right panel: For the � particle a dedicated study was performed due to the low
efficiency and requested 6000 events.

Table 6.25. Selection parameters for strangeness reconstruction in pp events.

Selections b−/+ min. (µm) cos2P min. daughter dca max. ( cm) decay length min. ( cm)

loose 21 0.717 5.30 0.07
tight 115 0.994 3.46 0.34

reconstruction which is done prior to the analyses. At this level, the selections have to be
as loose as possible in order to keep most of the secondary vertices with the background
still at a reasonable level. They have been chosen to set the memory size of the array of V0

vertices in the Event Summary Data (ESD) files at approximately 1/15 of the size of the track
array. For the second sample, tighter selections are applied, so the purity is improved and
we obtain approximately the S/B values required for typical spectra and correlation analyses.
The invariant mass distributions of 3 and K0

S are presented in Fig. 6.119. The upper panel
of Fig. 6.119 shows the signals and backgrounds for the first sample whereas the lower part
shows the distributions from the second sample.

The total integrated reconstruction rate for both 3+3 and K0
S are presented on the

left panel of Fig. 6.120 for the second selection set. The upper part of this panel shows
the event distribution and the lower part the global reconstruction rates, both presented
as a function of the charged track multiplicity. A clear drop in the reconstruction rates
appears at low multiplicity while they remain almost constant after Nch > 20. This decrease
is mainly due to the softening of the momentum distribution of single strange particles in
low multiplicity collisions. Indeed, as shown for the 3 on Fig. 6.121, the strange-particle
correction factor increases gradually with pt from 0 to 3 GeV/c and introduces a strong
dependence between the momentum distribution and the global reconstruction rate. The
effect of primary vertex resolution can be seen on the right panel of Fig. 6.120, where the
intrinsic efficiency (computed by dividing the number of reconstructed secondary vertices
by the number of vertices which can be found) is plotted as a function of the multiplicity.
The efficiency is mainly constant for loose selections but starts to decrease for tight selection
parameters and low multiplicity. This behaviour can be explained by the fact that the V0

reconstruction becomes more sensitive to the precision of the measurement of the primary
vertex position when the selections are tightened. Although the effect is weak, it means that
analyses of pp events therefore requires the separation of events into multiplicity classes. We
plan to investigate this multiplicity dependence in detail, with high statistics. Nevertheless the
reconstruction rate of 3+3 as a function of pt and for low (Nch < 20) and high (Nch > 30)
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Figure 6.119. Invariant mass distributions of 3 and K0
S reconstructed in pp events for both loose

(upper panels) and tight selections (lower panels).
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selections.

multiplicity events can still be calculated (see the right panel of Figure 6.121). No strong
difference is found between the two distributions except a slightly lower reconstruction rate
for low Nch. Finally Fig. 6.122 shows an estimation of the raw 3 distribution versus pt for
one year of LHC pp runs (i.e. 109 events). This distribution is based on the 3 Monte Carlo
production in PYTHIA minimum bias events which is fitted by an ad hoc function. The
function is then corrected by the actual reconstruction rate of Fig. 6.121 and scaled by the
expected number of events.
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in pp events for loose (left panel) and tight (right panel)
selections.

6.2.3.5. Cascade particle identification in pp collisions: 4 and �. The reconstruction of
cascades has also been investigated using two sets of selections: one with loose selections
and one with tighter parameters. A clear 4 signal is obtained in the pp events as shown with
the resulting invariant mass distributions of Fig. 6.123 with S/B ∼ 0.3 for loose selections
(left panel) and S/B ∼ 2.6 for tight selections (right panel) respectively. The dependence
on the cascade momentum is studied by generating pp enriched with high-pt 4

− and 4
+
.
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Figure 6.124. Left panel: Reconstruction rate of 4− +4
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reconstructed 4− for 109 pp events at

√
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Figure 6.125. Distribution of reconstructed �− as a function of pt for 109 pp events at
√

s =

14 TeV.

The resulting reconstruction rate as a function of pt and for the tight selection parameters is
shown on the left panel of Fig. 6.124 while the corresponding estimation of the reconstructed
cascades distribution versus pt is presented on the right.

In the case of the �, the reconstruction rate is estimated by scaling down the
reconstruction rate of 4 in pp collisions by the factor found for the decrease of this rate
in Pb–Pb collisions. Using the pt distribution of the Monte Carlo � generated with PYTHIA,
we consequently estimate the reconstructed pt distribution shown in Fig. 6.125.

6.2.3.6. Discussion. The simulation shows that transverse mass spectra for weakly decaying
single and multi-strange particles should be measurable up to ∼10 GeV/c in the first year
of Pb–Pb data taking at the LHC. The range appears to be shorter for pp data. However, the
events were generated with PYTHIA, which tends to underestimate the yields for strange
particles. Our preliminary studies of efficiencies and of the signal-to-noise predict clean
signals for the first years of data taking for both Pb–Pb and pp collisions. Not only will this
allow us to obtain the production yields with good accuracy, which is necessary for the feed-
down correction of lower mass particles, but it will be possible to investigate the shape of
the spectra in detail. It is also possible that the shapes of the real spectra differ markedly
from the simplified parametrisations which were used. For this reason, we have shown two
inverse slope parameters per particle corresponding to lower and higher Pb–Pb estimates. A
significant hard scattering contribution (depending on the coupling with a suppression) would
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lead to a higher yield at intermediate and high pt. On the other hand, hadronic decoupling of
hyperons would give the opposite trend. In any case, we expect the statistics and the range
of identification to be large enough for the investigation of different hadronisation scenarios
(e.g. coalescence with baryon/meson spectra differences), transverse radial flow effects and
nuclear modification factor studies [362, 363].

6.2.4. Reconstruction of the ρ0 signal

6.2.4.1. ρ0 physics. The ρ0 meson has a lifetime of 1.3 fm/c. This is comparable to the
lifetime of the collision fireball and, for this reason, the ρ0 particle could provide a signal of
the transition to the Quark–Gluon Plasma through the modifications of its properties in the
medium [364].

It is useful to study two decay modes: the hadronic channel, ρ0
→ π+π−, and the

leptonic channel, ρ0 to e+e−. Measurements in the leptonic decay channel probe all stages
of the system, as leptons have a low probability of subsequent interaction in the medium
and therefore escape without rescattering. Therefore, study of the leptonic decay channel can
provide information on the early stages of the fireball when the QGP is expected to be present.
Large changes to the mass and shape of the ρ0 are expected under the high temperature and
high energy density conditions of the early stages of the system [364]. Effects such as mass
reductions [365], mass increases and ρ0 shape broadening have been proposed [364]. There
is some evidence for a ρ0 mass reduction of around 300 MeV/c2 as measured by the CERES
collaboration in the e+e− decay channel [366]. This is manifested as an excess of dilepton
pairs in the 400–500 MeV/c2 mass range together with a lack of a ρ0 peak having the PDG
values of mass and width.

Unlike leptons, hadrons have a high probability of rescattering in the medium. Therefore,
pions from ρ0s which decayed in the early stages will be rescattered, and the ρ0 will not be
reconstructible. Additionally, final-state interactions will regenerate ρ0s later in the fireball’s
evolution. As a result of this, the ρ0s measured in the hadronic decay channel will represent
conditions at the final stages of the system. Even under these conditions, ρ0 properties are
expected to be modified by interactions with the medium [367], although to a smaller degree
than in the earlier stages where temperature and density are much larger. For example, STAR
has observed a possible reduction of the ρ0 mass in the hadronic channel [368].

In the following sections, we evaluate the current possibilities of reconstructing the ρ0 in
the hadronic channel. We shall adopt the following outline: we first introduce the simulation
method, then report the yield predictions on which we base our study. The signal extraction
and fitting strategies are presented in the next two sections, and following this we show the
signal over background ratio (S/B) and significance. Finally, we discuss the limitations of our
study and draw conclusions. More details about this study can be found in Ref. [369].

6.2.4.2. Simulation method. The simulation of events is done in three steps:

• simulation of the physics of pp and heavy-ion collisions, and prediction of the particles
generated in these collisions;

• simulation of the response of the ALICE detectors and reconstruction algorithms to these
generated particles;

• selection of appropriate reconstructed tracks and reconstruction of resonances by
performing invariant mass calculations on pairs of positive and negative tracks.

The physics of Pb–Pb events is simulated using the HIJING event generator [42, 370]. The
output from this generator is then passed to the detector simulation.
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The standard ALICE detector simulation uses GEANT to track particles through the
apparatus, and simulate the response of the detectors for each such track. Because this process
is too time-consuming to be used to generate the large number of events which is required for
the analysis, a fast simulation method was developed. This method uses a parametrisation of
track reconstruction efficiency, errors on momentum measurement and PID efficiency (see
Section 5.1.3).

The detailed detector simulation and reconstruction, which uses a combination of ITS,
TPC, TRD and TOF detectors, is applied to a sample of approximately 4000 events. Tracks
from these events are divided into pt and particle species bins. The reconstruction efficiency
in each bin is calculated by finding the fraction of generated particles in this bin which
are successfully reconstructed in the detailed simulation. A total of about 3 × 107 tracks
are included in this calculation. Appropriate efficiencies are computed for each bin for the
particles π+ +π−, K+ + K− and p + p, and functions are fitted to these data to allow the
calculation of efficiency for arbitrary pt.

The resolution of track momentum measurements is calculated in a similar way. For each
particle species and pt bin, a table of measurement ‘errors’ is calculated from the detailed
simulation, for px, py and pz.

The particle identification efficiency is also included in the fast simulation. The conditions
for identifying a track as a pion are applied to the results from the detailed simulation, a table
of the probability of a particle of given pt and particle species being identified correctly is
made, and this is subsequently used in the fast simulation.

For each input track to the fast simulation, the probability of successful reconstruction,
Prec, is obtained from the efficiency parametrisation above, together with the probability for
the PID identifying the track as a pion, Ppid. The probabilities are taken from the appropriate
pt bin. A random number, R, from 0 to 1 is generated, and if R < Prec Ppid, the track is stored
in the output. Finally, for tracks which pass the previous criterion, momentum smearing is
applied by randomly selecting ‘errors’ in px, py and pz from the appropriate pt bin of the
table described above and adding them to the input values of px, py and pz.

The output tracks from this fast simulation are passed to the resonance finding algorithm,
which makes all combinations of positive and negative tracks and calculates the invariant mass
of the candidate particle using a π+π− hypothesis.

It must be noted this fast simulation does not include contributions from secondary tracks.
Use of both the ITS and the TPC to calculate the impact parameter of tracks allows cuts to
be done to remove most of them. The number of secondary tracks after these cuts is small
compared to the number of primaries, at under 10%, and it is possible to reduce this further
using impact parameter cuts.

Use of the fast simulation gives approximately a factor of 100 increase in generation
speed. Systematic errors introduced by this method are below 10%, which is small compared
to the reduction in statistical error achieved.

6.2.4.3. HIJING predictions. In this analysis, the output from HIJING was used directly.
For central events, it predicts a multiplicity of 6000 charged primary tracks per unit of
pseudorapidity in the central rapidity region, which is larger than most predictions 6.2.1.7.
ρ/π ratios have been measured over a range of centre-of-mass energies of 8–200 MeV at
various experiments and various collision systems, such as pp, e+e−, π−p, K+p and peripheral
Au–Au [368]. The ratio is approximately constant in this region. Extrapolating to ALICE
energies assuming a constant ratio gives a first-order approximation of the value, which
may then be modified by in-medium effects. The predicted values at ALICE are 0.165 for
peripheral Pb–Pb and 0.150 for central Pb–Pb, which compare to the measured value for
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peripheral Au-Au collisions at STAR of 0.169 ± 0.037. Figure 6.126 shows the comparison
of these to the measured ratio at various experiments.

6.2.4.4. ρ0 signal extraction. The π+π− invariant mass spectrum is complicated, and
consists of several contributions:

• the ρ0 mass peak;
• a very large combinatorial background from uncorrelated positive and negative tracks;
• the ω→ π+π−π0 decay, with the invariant mass of the charged pion pairs forming a large,

wide peak in the invariant mass spectrum;
• the ω→ π+π− decay, forming a small peak at 0.782 GeV/c2;
• the η→ π+π−π0 and η′

→ π+π−η decays, behaving in a similar way to the ω→ π+π−π0

decay;
• the K∗

→ Kπ decay, with the kaon misidentified as a pion;
• the φ → K+K− decay, with both kaons misidentified as pions.

Some of these are shown in Fig. 6.127. The K∗ and φ are removed using PID.
The combinatorial background is reduced by the ‘like-sign’ method, where the spectrum

is created by making an invariant mass spectrum from pairs of particles of the same sign.
This reproduces the contribution from uncorrelated π+π− pairs but not the contributions from
resonance decays, as shown in Fig. 6.127.

It must be noted that without PID, the K∗ would be an important problem: as the reflection
of its invariant mass peak under a π+π− hypothesis lies under the ρ0 peak, it makes the fit to
the ρ0 a challenging task. Therefore, measurement of ρ0 properties such as mass shifts and
yields are subject to significant errors which will have to be evaluated. The ALICE PID is
used to solve this problem, making it possible to reduce the contribution of K∗ by a factor of



ALICE: Physics Performance Report, Volume II 1609

2Invariant mass (GeV/c  )
0.2 0.4 0.6 0.8 1 1.2

)
2

C
ou

nt
s 

/ (
10

 M
eV

/c

0

2

4

6

8

10

12

14

16

18

6
10×

All contributions
Background
ρ
ω

’η + η

Figure 6.127. The π+π− invariant mass spectrum after like-sign background subtraction for
106 HIJING generated central Pb–Pb events, with contributions from ρ0, ω, η + η′ and remaining
combinatorial background indicated.

about 100, making it negligibly small compared to the ρ0 peak. As a φ must have both of its
decay tracks misidentified to be included in the π+π− spectrum, the use of PID eliminates
most of the φ contamination.

6.2.4.5. Fitting. After these subtractions and selections, the spectrum contains a residual
combinatorial background, the ρ0, the ω and the η and η′. The ρ0 function used is the non-
relativistic Breit–Wigner:

dN

dm
= A ×

0

(m −µ)2 + 1
40

2
, (6.22)

where m is the invariant mass of the resonance candidate, µ is the central mass of the
resonance Breit–Wigner and 0 is the width parameter of the resonance Breit–Wigner. The
non-relativistic form of the Breit–Wigner corresponds to the one PYTHIA and HIJING use to
decay hadrons [67, 150, 329]. A different form of the Breit–Wigner may have to be used for
the real data.

A function containing a sum of the background, the ω and the ρ0 Breit–Wigner is fitted
to the data in the region 0.55< m < 1.2 GeV/c2. The background is modelled as a straight
line in this mass range, and the shape of the ω is obtained from a Monte Carlo simulation.
For m < 0.55 GeV/c2, the background cannot be modelled as a straight line and contributions
from η and η′ are also present. Finally, it is required that the total number of ρ0 candidates
in the fitted mass range is the same for both the fitted function as the actual histogram. This
reduces the number of free parameters by one, and results in a more stable fit with better
estimates of errors.
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Figure 6.128. Fit of ρ0 Breit–Wigner, ω and background to π+π− invariant mass spectrum after
like-sign subtraction for 106 central Pb–Pb events. The fitted parameters are shown in Table 6.26.

Table 6.26. Comparison of the fit of the realistic ρ0 results to a fit of the ρ0 result with no
background. The fit is performed for 106 HIJING central Pb–Pb events.

Full fit Fixed width fit ρ0 without background

Mass ( GeV/c2) 0.771 ± 0.001 0.772 ± 0.001 0.774
Width ( GeV/c2) 0.162 ± 0.008 0.139 (fixed) 0.139
Number ρ0s (2.30+0.69

−0.47)× 108 (2.02 ± 0.10)× 108 1.97 × 108

Figure 6.128 shows the result of this fit applied to 106 central Pb–Pb events. The results
of the fit are given in Table 6.26. The ‘ρ0 without background’ values for mass and width are
the results of fits to the ρ0 mass spectrum which contains genuine ρ0s only. The number of ρ0s
refers to those with masses in the range 0.630–0.930 GeV/c2, and is calculated by summing
the bin contents in the ‘ρ0 without background’ case and integrating the fitted function in the
fitted cases.

These results suggest that the ρ0 mass can be measured to a precision of 2–3 MeV/c2.
However, it may be necessary to assign a larger systematic error as the ρ0 shape may be
modified from that described by the fitted Breit–Wigner. The yield is also measured quite
accurately, and the quoted errors are reasonable. Fixing the width allows the error in the
yield measurement to be reduced, provided it is reasonable to assume that the width is not
significantly changed from the accepted value.

Variation of detector efficiency with pt distorts the ρ0 shape. This leads to the fitted width
being smaller than would be expected (e.g. the Breit–Wigner fitted to the generated ρ0 sample
has a width of 150 MeV/c2) whereas the Breit–Wigner fitted to the reconstructed ρ0 sample
has a width of 139 MeV/c2. This was not corrected for in this analysis, so the fit was done to
the distorted ρ0, resulting in a width which is different from the PDG value.
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Table 6.27. Significance and S/B values for ρ0 in various pt regions for 106 HIJING central Pb–Pb
events. Significance is also shown for the expected central event sample of 107 events for 1 year
of data taking at the LHC.

pt range PID Signal Background S/B Significance

106 events 107 events

All Yes 1.97 × 108 2.65 × 1012 7.43 × 10−5 121 382
No 2.66 × 108 4.11 × 1012 6.0 × 10−5 127 402

Below 1 GeV/c Yes 1.78 × 108 2.40 × 1012 7.42 × 10−5 115 364
No 2.27 × 108 3.74 × 1012 6.0 × 10−5 117 369

1–2 GeV/c Yes 1.71 × 107 2.42 × 1011 7.06 × 10−5 34.8 110
No 3.35 × 107 6.89 × 1011 4.86 × 10−5 40.4 181

2–4 GeV/c Yes 2.15 × 106 9.30 × 109 2.31 × 10−4 22.3 70.5
No 5.05 × 106 3.50 × 1010 1.44 × 10−4 27.0 85.4

Above 4 GeV/c Yes 2.16 × 105 2.14 × 108 1.0 × 10−3 14.8 46.8
No 8.20 × 105 1.27 × 109 6.45 × 10−4 23.0 72.7

Measurement of the ρ0 width is problematic. As can be seen in Table 6.26, the fit gives a
width which is significantly larger than the correct value. This suggests that there is a source
of systematic error which has not been considered. One possible cause is the assumption that
the background can be described by a straight line. If this is not true under the ρ0 peak, the
difference between the true background and the linear approximation may distort the ρ0 shape,
appearing as a change of the width. As the exact form of the background for the real data will
be unknown, a better approach may be to fix the width at a known value based on results
from previous experiments, taking experimental resolution and distortions due to efficiency
into account.

6.2.4.6. S/B and signal significance. The signal-to-background and signal significance
(S/

√
S + B ) for ρ0

→ π+π− in HIJING central Pb–Pb collisions are obtained for each studied
pt region. They are calculated for the region within 150 MeV/c2 of the fitted central value, i.e.
0.630 to 0.930 GeV/c2. Results are shown in Table 6.27, with significance listed for both the
sample of 106 events studied here and the expected 107 central events which will be available
after one year of ALICE data collection. The predicted signal significances do not change
much with event centrality.

The study of subsamples in selected pt regions is complicated by the lower signal
significance, equivalent to a factor of 10 reduction in statistics for the pt region 1–2 GeV/c
and a factor of 65 reduction for the region pt > 4 GeV/c. As the PID becomes less efficient
at high pt, it is possible to improve significance by either not using it at all or using less strict
identification criteria. However, this may leave a significant contribution from K∗

→ Kπ ,
which must either be fitted together with the ρ0, ω and background or subtracted if the
yield and shape are known from a dedicated K∗ analysis. Additionally, as Table 6.28 shows,
the statistical significance of the signal decreases as pt increases, which will prevent yield
measurements at high pt even if the problem of K∗ contamination can be solved.

6.2.4.7. Effect of reduced signal. The real data may differ significantly from the HIJING
predictions. To investigate this, the ρ0 part of the π+π− spectrum was reduced by several
fixed factors. The fitting procedure was used with a fixed width of 140 MeV/c2 to extract
values of ρ0 mass and yield. The results are shown in Table 6.29. It is possible to obtain a fit
even with the ρ0 signal reduced by a factor of four, albeit with somewhat larger errors. For a
ρ0 contribution which is 25% of the predicted one, the error in the yield is 25%. Therefore,
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Table 6.28. Significance and S/B values for ρ0 at high pt based on a sample of 93 000 HIJING
central Pb–Pb events. Significance is shown for 107 events.

pt range PID Signal Background S/B Significance (107 events)

4–6 GeV/c Yes 18010 2.14 × 107 8.41 × 10−4 40.3
No 63958 1.17 × 108 5.47 × 10−4 61.3

6–8 GeV/c No 14383 1.28 × 107 1.12 × 10−3 41.7
8–10 GeV/c No 3898 2.01 × 106 1.94 × 10−3 28.4

Table 6.29. Mass and yield for reduced signal analysis and a comparison to the true values for ρ0

contributions of 50%, 25% and 10% of the predicted value for 106 HIJING central Pb–Pb events.
The width is fixed at 140 MeV/c2.

ρ0 fraction Fitted mass ( GeV/c2) Fitted Nρ0 Correct Nρ0

50% 0.771 ± 0.002 10.8 ± 0.8 × 107 9.85 × 107

25% 0.769 ± 0.004 6.13+0.65
−0.57 × 107 4.92 × 107

10% 0.765 ± 0.007 1.03 ± 0.16 × 106 1.97 × 107

the ρ0 signal should be measurable even if the ρ0 fraction is somewhat lower than predicted.
However, as the case for the ρ0 signal reduced by a factor of 10 shows, a very low signal will
not be measurable.

6.2.4.8. Conclusions. This Monte Carlo study suggests that the ρ0 signal should be
measurable in central Pb–Pb collisions. It has been demonstrated that the yield can be
measured to within 10%, and the central mass value with an error of 2–3 MeV/c2. This
suggests that any large mass shifts will be measurable. However, given the difficulty obtaining
good fits, it will probably be necessary to assign larger systematic errors than are suggested
above.

The largest errors are due to uncertainties in the HIJING predictions of multiplicity, ρ0

abundance, ρ0 mass etc. As a result, the signal significance may be much better or worse
than indicated here, although the constant ρ0 to π− ratio used here is a reasonable starting
point. In the extreme case, it may not be possible to measure ρ0 in central Pb–Pb collisions. If
it is assumed that the predictions are accurate, it should be possible to measure ρ0 yields
and properties in various pt regions, as the signal significance in the sub-regions for the
full statistics is similar to or larger than the significance of the sample studied here. High
pt (e.g. over 4 GeV/c) studies will require different PID selection criteria to those used for
the full-pt study shown here, as the conventional ALICE PID begins to lose the capability
to distinguish between π and K at about 2 GeV/c. The PID may be improved by using
the relativistic rise phenomenon, which could allow π and K separation at much larger pt

(see Section 6.2.2.1). However this extended PID capability is still under study, and was
not included in the simulation used for this analysis. Additionally, there is a further limit
imposed by the decreased statistical significance which will make measurements of the ρ0

more difficult for pt > 8 GeV/c.
It must be noted that this study gives an indication of the statistical limits of the ρ0

measurement. As the S/B is very low, even very small systematic effects can have a large
influence on the fit. The real ρ0 measurement may be subject to factors which are not taken
into account by HIJING, such as changes of the ρ0 line shape, mass shifts of ρ0 and ω, other
resonance contributions such as f0 and other correlations between particles. It is possible that
such factors may make a measurement more difficult than suggested by this study, even if the
statistical significance of the signal is similar.
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6.2.5. Detection of φ → K+K−. The φ meson is of particular interest owing to its (ss)
valence quark content, which makes the φ a signature of strangeness production mechanisms
from a possible early partonic phase [237, 378, 379]. An enhancement of φ production in
3–10 times was proposed [380, 381] as a quark–gluon plasma signature, or alternatively as a
result of the secondary collisions in the dense nuclear matter. Also a decrease of the φ mass
by up to 150 MeV [264, 265] and an increase of the φ width by a factor of 2–3 [382, 383]
have been predicted.

The φ will be measured in ALICE [384] both in the lepton and kaon decay channels.
The ratio of the decay widths in these two channels might be sensitive to changes in
parton or kaon masses [383]. The recent SPS Pb–Pb and RHIC Au–Au results show that no
significant change of the mass or width are observed at these energies [385–387]. However,
a moderate rise of the slope parameter in the transverse spectra and an enhancement of
the φ/π ratio by a factor of 3 as compared to the minimum bias pp interactions were
found [385, 388].

The main experimental problem in selecting the hadronic mode of φ decays in heavy-
ion collisions at the LHC energy is the very high combinatorial background. The HIJING
event generator [42, 370] predicts about 1400 primary charged kaons in the pseudo-rapidity
window −16 η 6 1 and for central Pb–Pb events. This number is ∼14 times larger than
the estimated number of kaons from φ decays. It is clear that, in such conditions, very good
particle identification and the best possible signal-to-background ratio (S/B) are required to
measure the properties of this particle.

Preliminary results of the expected (K+K−) mass spectrum of pairs and the detection
capability of the decay φ → K+K− in ALICE were described in [389] (see also Section
11.4.3 in [384]). Different kinematic selections were studied in order to improve the S/B
value and based on fast simulation. Here we present results obtained within the AliRoot
framework [3]. Details on the detector efficiencies and track reconstruction algorithms can be
found in Section 5.1.3. The simulation was performed for two different classes of events: in the
full transverse momentum (pt) region and for particles with pt > 1.5 GeV/c (high pt region).
In the following sections, the current possibilities of φ → K+K− detection are evaluated. The
following outline will be adopted: Firstly the simulation method will be introduced, then
the simulation results in full and high pt regions will be reported; next, the detection of a
possible double peak structure in the φ signal resulting from a phase transition to QGP will
be studied [390]; finally the systematic uncertainties in the simulation will be discussed with
respect to existing and forthcoming data. Most of the results which are presented here were
published in [391, 392].

6.2.5.1. Simulation method

Full transverse momentum region. A detailed simulation of the Inner Tracking System
(ITS, [1]) and the Time Projection Chamber (TPC, [393]), were used for the tracking. The
TPC and the Time of Flight (TOF, [394]) were used for kaon identification at the first step.
The charged particle density (dNch/dη at η = 0) is expected to be 6000 for Pb–Pb collisions
at LHC energy with 10% of charged kaon production. These conditions were reproduced in
order to generate about 250 HIJING [42, 370] events. They were transported through the ITS,
TPC and TOF acceptance (in the full azimuthal angle (ϕ) range and in the pseudo-rapidity
(η) range –16 η 61). A magnetic field of 0.4 T was used. The full efficiency as a function
of pt and η has been extracted for charged kaons. We call the ‘full efficiency’ the ratio of the
number of identified kaons to the generated ones. This means that the full efficiency takes into
account the losses during the detection, tracking and PID.
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Figure 6.129. Full kaon efficiency (see text) as a function of pt in the different pseudo-rapidity
(η) regions for the TPC. The curves are the results of polynomial fits.

Figure 6.129 shows the dependence of the full kaon efficiency on pt in the different η
regions for the TPC. The low efficiencies at lower momentum are mostly the result of kaon
decays and tracking inefficiency, which in turn is a consequence of the short particle path
inside the TPC resulting from the track curling in the magnetic field. The high-pt limit of
the kaon selection is a consequence of the TPC PID limit since the signals from pions and
kaons overlap one another in the momentum range of 0.6–0.7 GeV/c (see, for example, Fig.
11.18 in [384]). Figure 6.130 (a,b,c,d) shows the dependence of the full TOF efficiency for
charged kaons on the pt in different η regions (Fig. 6.129 a,b,c,d, respectively). It is seen from
Figs. 6.129 and 6.130 that the maximum full efficiency does not exceed 40% in either the TPC
or the TOF. Figures 6.129 and 6.130 show also that the kaon identification regions of the TPC
and TOF overlap in the interval 0.35< pt < 0.75 GeV/c.

The pt dependences of the angle and pt resolutions were determined during the
simulation. It was shown [391, 392] that for 0.2< pt < 9.0 GeV/c, the relative pt resolution
is between 1.0 and 2.0%, and the angular resolutions decrease from 5.0 to 0.3 mrad for both
polar (θ ) and azimuthal (ϕ) angles.

The AliGenParam generator of AliRoot was used in the second fast simulation step.
It can generate an arbitrary number of different type of particles with a uniform pseudo-
rapidity distribution in the acceptance under study (i.e. −16 η 61) and exponential pt

distribution (see below). The decays of the particles are performed using the PYTHIA
generator [395]. To combine the generation both of charged kaons and of φ → K+K− decays,
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Figure 6.130. Full kaon efficiency (see text) as a function of pt in the different pseudo-rapidity
(η) regions for the TOF. The curves are the results of polynomial fits.

the AliGenCocktail generator (also part of the AliRoot framework) was used, allowing us
to combine any arbitrary number of particle types. The number of charged kaon and φ

decays in the acceptance was estimated from the charged pion multiplicity (i.e. 9000 π±

taken from HIJING) using the particle ratios, K−/π−
= 0.15 ± 0.02 and φ/K−

= 0.15 ± 0.03
obtained from RHIC experimental data [396, 397]. As a result 1350 charged kaons and
50 φ → K+K− decays were generated per event, on average, in the acceptance of the
detectors.

The left panel of Fig. 6.131 shows the generated distribution of m t − m0 for kaons and
φ mesons where m t and m0 are the transverse and particle masses respectively. The lines are
fit results by the function exp(−(m t − m0)/T ) with the T = 480 MeV for φ and T = 309 and
390 MeV for the first and second slopes respectively of the distribution for kaons. We note
that the values for T are higher than those obtained in experiments at the AGS ([398]), SPS
([385], [399]) and RHIC ([387], [396]) for central events, and this tendency corresponds to
the rise of this parameter with energy, as seen in the right panel of Fig. 6.131.

Next, kaons were identified, taking into account the TPC and TOF efficiencies separately
for each kaon, using the polynomial fits (the curves in Figs. 6.129 and 6.130). We note that we
can increase the number of found φ’s by 20% using different detectors for the identification
of the two decay products. To obtain a more realistic signal-to-background ratio, a 15%
contamination from pion and proton to kaon sample (see Sections 5.4.1, 5.4.2 and 5.4.4)
was taken into account for the simple recalculation of the K+K− background.
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Figure 6.131. Left panel: mt spectra for kaons and φ obtained using the AliGenParam generator.
The curves are the results of exponential fits. Right panel: Dependence of slope parameter T (see
text) on energy in c.m.s per nucleon for φ at (mt − m0) < 2 GeV/c2 (full circles) and charged
kaon at (mt − m0) < 1 GeV/c2 (empty circles) production in different experiments (AGS, SPS
and RHIC). The LHC points were obtained by simulation using the AliGenParam generator (see
text).

The pt and the angles of the K+ and K− were smeared by Gaussian distributions with
widths equal to their respective resolutions [391, 392]. Then new px, py, pz components were
applied to calculate the effective mass of the K+K− pairs.

High transverse momentum region. To study the detection of φ-mesons and background
(K+K−) pairs in the high-pt region, pt > 1.5 GeV/c for each particle, a simulation
was performed without any particle identification. The AliGenParam and AliGenCocktail
generators were used to generate pions, kaons, protons, antiprotons and φ resonances. We have
taken for the full pt region the numbers of π±, K ± and φ decays presented in Section 6.2.1.7
and the numbers of protons and antiprotons from p/π− and p/p ratios obtained in the STAR
experiment [254, 400]. We determined the number of each particle type in the high-pt region
(pt > 1.5 GeV/c), and, as a result, 320 charged pions, 160 charged kaons, 200 protons and
antiprotons and 18 φ → K+K− decays were generated per event on the average. Again, the
momentum components were smeared according to the relative pt and angular resolution
functions.

6.2.5.2. Results

Full transverse momentum region. An analysis of the K+K− effective mass spectra was
carried out for different pt bins of K+K− pairs using statistics of 106 cocktail generator events.
Figure 6.132(a) shows the K+K− effective mass spectrum taken at pt(K+K−) > 2.2 GeV/c.
The φ signal is clearly seen above the combinatorial background obtained for K+K+ pairs.
Figure 6.132(b) shows the φ signal found after subtraction of this combinatorial background.
To extract the resonance width it is necessary to take into account the effective mass resolution.
Figure 6.132(c) shows the distribution of the differences of the effective masses obtained with
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Figure 6.132. Panel (a): Spectrum of (K+K−) effective mass in (K+K−) pair transverse
momentum region of > 2.2 GeV/c. The (K+K+) background distribution is also shown. Panel
(b): Signal of φ meson after subtraction of the background. The curve is a Breit–Wigner fit result
taking into account the effective mass resolution (see text). Panel (c): Effective mass resolution of
(K+K−) for pt(K+K−) > 2.2 GeV/c. The curve is the fit result for a Gaussian function.

and without track momentum and angle smearing using the respective Gaussian functions.
The curves are the Gaussian fit results with the parameter σ = 1.23 MeV/c2. This σ value
(the effective mass resolution) has been taken for a convolution of the Breit–Wigner and
Gaussian functions used for the K+K− lineshape approximation. The result is shown in the
effective mass region 0.99–1.04 GeV/c2 by the curve in Fig. 6.132(b) with the mass and
width of the φ resonance 1019.60 ± 0.04 MeV/c2 and 4.32 ± 0.11 MeV/c2 respectively. One
can see that these values are consistent with the PDG ones used in the generation code (i.e.
1019.5 MeV/c2).

Table 6.30 presents the S/B and the significance ( S/
√

S + B ) in the different pt regions of
the (K+K−) pairs. The signal (S) is presented as well. One can see that the S/B improves from
0.4% at the lowest pt to 5.3% at the highest pt and the significance is 108 for pt > 2.2 GeV/c.

Figure 6.133 shows the reconstructed φ meson pt spectrum: the yields (and
the relative errors) in each pt bin were determined by fitting background subtracted
meff(K+K−) distributions (such as that shown in Fig. 6.132(b)) to a Breit–Wigner function
convoluted with a Gaussian function plus a linear residual background in the mass range
0.99–1.05 MeV/c2 [401]. Three spectra are shown separately for particle identification with
the TPC alone, the TOF alone, and the combination of both detectors. For comparison, the
generated pt distribution for φ mesons whose daughters are charged kaons in the range
|90◦

− θ |6 45◦ is also shown.
To estimate the efficiency in φ→ K+K− detection, the correction factors were determined

as the reconstructed to generated pt spectrum ratio (i.e. correction factor) for φ meson whose
daughters are charged kaons in the range |90◦

− θ |6 45◦. Figure 6.134 shows the correction
factors as a function of pt by taking into account the TPC alone, the TOF alone and both
detectors for kaon identification.
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Table 6.30. Signal number (S), signal-to-background ratio (S/B) and significance ( S/
√

S + B )
for the φ in FWHM around the central mass bin in different pt intervals for the (K+K−) pairs.

pt ( GeV/c) S S/B S/
√

B + S

6 0.6 63186 0.004 16
0.6–0.8 230339 0.005 34
0.8–1.0 322276 0.007 47
1.0–1.2 240668 0.009 46
1.2–1.4 159045 0.012 43
1.4–1.6 113491 0.015 41
1.6–1.8 87719 0.020 42
1.8–2.0 75912 0.024 42
2.0–2.2 66312 0.030 44
> 2.2 231067 0.053 108
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Figure 6.133. Transverse momentum spectra of φ → K+K− signal after background subtraction.
The triangle, circle and star markers refer to charged kaon identification with the TPC alone, the
TOF alone and the combination of both detectors respectively. The solid lines are to guide the eye.
The solid histogram refers to the Monte Carlo pt spectrum for φ meson.

High transverse momentum region. The results of an analysis in the high-pt region without
particle identification are presented in Table 6.31 for 106 events (these statistics correspond
to ∼ 1.5 × 107 events in the full-pt region). The S/B value increases from 0.6% to 18% at
the pt(K+K−)> 7.5 GeV/c. The significance is 46 at this maximum transverse momentum.
Figure 6.135(a) shows the K+K− effective mass distribution for pt(K+K−) > 7.5 GeV/c
and the K+K+ background. Figure 6.135(b) shows the signal after background subtraction.
The curve in Fig. 6.135(b) is the Breit–Wigner fit result in the effective mass region
0.99–1.04 GeV/c2 taking into account the effective mass resolution set equal to 1.7 MeV/c2

(again, a convolution of the Breit–Wigner and Gaussian functions was used). The fit
parameters, the mean mass and width, are 1019.56 ± 0.09 MeV/c2 and 4.50 ± 0.26 MeV/c2,
respectively. These values are again close to the PDG ones which were used in the generation
code.
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Figure 6.134. The ratios of reconstructed to generated pt spectra (i.e. correction factors) for
φ → K+K− signal. The triangle, circle and star markers refer to charged kaon identification with
the TPC alone, the TOF alone and the combination of both detectors respectively. The solid lines
are to guide the eye.

Table 6.31. The same as in Table 6.30 but for high pt (K+K−) pairs.

pt ( GeV/c) S S/B S/
√

S + B

3.0–3.5 131404 0.006 28
3.5–4.0 192692 0.009 42
4.0–4.5 137092 0.013 43
4.5–5.0 79061 0.020 39
5.0–5.5 46228 0.029 36
5.5–6.0 27563 0.041 33
6.0–6.5 18428 0.060 32
6.5–7.0 11339 0.085 30
7.0–7.5 7407 0.114 28
> 7.5 13659 0.182 46

The left panel of Fig. 6.136 shows the pt distributions for the generated φ → K+K−

(circles) and of the reconstructed φ decays (triangles). The latter was obtained taking into
account the tracking efficiency, the kaon decay probability and the geometrical efficiency to
find both daughter kaons inside the range |90◦

− θ |6 45◦. One can see from Fig. 6.136 that
the shapes of both distributions are very similar, i.e. the reconstruction efficiency does not
depend on pt in the high pt region. This effect is also seen in the right panel of Fig. 6.136
where the ratio of the reconstructed to generated pt spectra of φ → K+K− decays is shown.
The last bin of the reconstructed pt distribution contains ∼ 100 phi mesons, i.e. it represents
the limit of the statistics to study the shape of the pt spectrum.

6.2.5.3. Search for a double peak structure in the φ signal, a possible signature of phase
transition to QGP. To illustrate the capabilities of the ALICE detector, results are presented
on the sensitivity to identify a double peak φ signal, which has been suggested to be a possible



1620 ALICE Collaboration

2)  (GeV/c )-K+Meff(K
0.98 0.99 1 1.01 1.02 1.03 1.04

2
)

E
nt

rie
s 

/ (
1M

eV
/c

0

2000

4000

6000

8000

10000

12000

14000

16000

(a)

2)  (GeV/c )-K+Meff(K
0.98 0.99 1 1.01 1.02 1.03 1.04

2
)

E
nt

rie
s 

/ (
1M

eV
/c

0
500

1000
1500
2000
2500
3000
3500

(b)

Figure 6.135. (a) Spectrum of (K+K−) effective mass at pt (K+K−) > 7.5 GeV/c obtained
without particle identification. The (K+K+) background distribution is also shown. (b) Signal of
φ meson after subtraction of the background. The curve is a Breit–Wigner fit result taking into
account the effective mass resolution(see text).
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Figure 6.137. Double peak structure of the φ meson signal simulating a possible phase transition
induced effect (see text).

signature for the QCD phase transition to QGP [264, 265]. This effect could be due to the non-
negligible duration time (' 10 fm/c) of the plasma phase compared to the lifetime of the φ in
vacuum (' 45 fm/c). In such a case the contribution to dikaon (dilepton) pairs from φ decays
at phase transition (mixed phase) becomes comparable to that from φ decays at freeze-out.
The mass of a φ meson decaying in the mixed phase is expected to be lower than the nominal
one as a result of partial restoration of chiral symmetry. The value of the shift, subject to
considerable theoretical uncertainty, depends on various factors, among which is the value of
the critical temperature [264, 265].

The simulation [390] was carried out by mixing the double component φ meson signal
with the kaon background. The φ mass at the phase transition was taken to be 1004 MeV/c2,
i.e. between the KK threshold and the nominal φ mass (the value at freeze-out). Kaon
rescattering in the nuclear matter was taken into account by introducing a width 0 =

10 MeV/c2 for both peaks, which is larger than the nominal value. An inverse slope parameter
of T = 480 MeV was used for the m t spectrum of the freeze-out component following the
AliGenParam generator results (Fig. 6.131, left panel). However, a much smaller value of
180 MeV was assumed for the mixed phase component, in view of the theoretical predictions
for the temperature at the phase transition [264, 265]. Both peaks were assumed to be equally
populated at the step before taking into account phase space effects. At the next step a factor
9(m)/9(m∗) was introduced, where m∗ is the nominal φ mass value and 9(m) and 9(m∗)

are the 2-body K+K− phase space factors, respectively, at φ masses m and m∗.
Figure 6.137 shows the K+K− effective mass distribution for the signal after background

subtraction. For a statistics of 106 events, the double peak structure is clearly visible.
The lower mass peak is suppressed with respect to the freeze-out one; this is a consequence
of the different phase space factors for the two peaks, combined with the PID efficiencies for
the TPC and TOF detectors.

Figure 6.138 shows the two (m t − meff) distributions (meff is the effective mass of each
K+K− pair) after background subtraction in each m t − meff bin. The distributions refers to the
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higher mass signal in Fig. 6.137 and the crosses are for the lower mass one.

two effective mass regions: one corresponds to the mixed phase and the other to the freeze-
out Breit–Wigner peak. Each region is selected within ±0/2 around the corresponding centre
of the peaks. The (m t − meff) spectra are not corrected for detector K+K− transverse mass
acceptance, to avoid the introduction of biases, as this correction maintains a dependence from
the assumed input spectra. A difference in slope is clearly visible for the two distributions up
to m t − meff ' 1.5 GeV/c2, with a softer spectrum for the mixed phase peak. Above this value
the shapes of the distributions become quite similar. The contamination under the lower mass
peak from decays in the freeze-out component grows with m t.

6.2.5.4. Systematic uncertainty. The S/B values obtained in the previous sections depend
crucially on factors which are unknown or not well known at present. First of all, the prediction
for the charged particle density, dNch/dη at η = 0, is between 1400 and 6800 depending on
the model (see Section 11.2.2 in [384] and Section 1.3.1 in [3]), i.e. the particle multiplicities
may be 3–4 times lower than that used in our simulation. As a consequence, the S/B value
could increase by a factor of 3 or 4. On the other hand, the experimental trend suggests a rise
in the K−/π− ratio [397] by a factor of 2 with 20–30% accuracy in the RHIC–LHC energy
region. However, the φ/K− ratio depends very weakly on energy [402]. This means that the
S/B value may be a factor of 2 lower. The other factor is the m t(pt) spectrum slope parameter
for K± and φ mesons, known also with an accuracy of 30–40% (see Fig. 6.131 right panel).
Lastly, it should be noted that the PID contamination to the kaon sample also depends from
the particle multiplicity and may be lower by factor of 2.

As a result we believe that the obtained S/B is pessimistic and we can expect 1.5–2 larger
values for more realistic particle multiplicities, yields and pt-spectra.

6.2.6. Reconstruction of the K∗(892)0 signal

6.2.6.1. Introduction. The study of resonances which have lifetimes comparable to that of
the dense matter created in heavy-ion collisions at ultrarelativistic energies is an important
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tool to get information on the collision dynamics. Modifications of the properties of such
resonances and of their production rate may be expected when they are produced in a
dense medium [364, 403]. The study of such resonances, compared to that of other particles
produced in the collision, may also probe the role of the rescattering phase between chemical
and kinetic freeze-out. Since these resonances may decay while still in the hot hadronic
matter, rescattering of the daughter particles may take place, depending on the source size and
lifetime, as well as on the parent transverse momentum. Finally, the combined investigation
of resonances with strange quark content, such as the K∗(892)0 and φ(1020) mesons, is also
important due to the expected overall strangeness enhancement in heavy-ion collisions [378].
Moreover, they can serve as a tool to distinguish various hadronic expansion and freeze-out
scenarios [268, 270].

The observation of such resonances is difficult in heavy-ion experiments, owing to the
large background and to detector limitations. Among the most recent results, the NA49
Collaboration reported an experimental study of the φ(1020), K∗(892)0 and3(1520) in Pb–Pb
at

√
s = 17.2 GeV through their hadronic decay channels [388]. Results on the production of

K∗(892)0 and its antiparticle were reported by the STAR Collaboration in Au–Au central
collisions at

√
s = 130 GeV [262, 404] and 200 GeV [405, 406], where transverse mass

spectra, yields and particle ratios were extracted from the data.
The reconstruction of such resonances in Pb–Pb collisions at LHC energies will be

challenging due to the expected high multiplicity environment. Here a simulation study of the
K∗(892)0 signal in Pb–Pb and pp collisions [407] is discussed. First results on this topic were
published in [408]. The K∗(892)0 meson resonance and its antiparticle decay into Kπ , with a
cτ around 4 fm/c and full width 0 = (50.7 ± 0.6)MeV. Their decay products may therefore
be considered as coming from the primary vertex as far as the tracking is concerned. The
selection of the K∗(892)0 decay channel into charged particle is performed by the invariant
mass analysis.

In Section 6.2.6.2 we discuss the reconstruction procedure of the K∗(892)0 decay,
and present results which were obtained in the pp collisions with both a perfect particle
identification and with a realistic one. In Section 6.2.6.3 we report the results obtained for
Pb–Pb collision at the LHC energies.

6.2.6.2. Reconstruction of the K∗(892)0 signal in pp collisions. For this study we generated
and fully analyzed 2 × 105 PYTHIA pp minimum bias events at

√
s = 14 TeV, which

represents ∼ 10−7 of an estimated year of data-taking. A magnetic field of 0.4 T inside the
ALICE magnet was chosen. Particles were considered over the whole solid angle and in the
full momentum range. All ALICE subdetectors, together with the beam-pipe, were included in
the simulation, and all physical processes were switched on in GEANT. The average K∗(892)0

multiplicity, as generated by PYTHIA, is of order 1.7 per event (i.e. 3.4 for both K∗(892)0 and
its antiparticle), whereas the number of possible K+π− combinations is in the order of 70 per
event. Several factors need to be taken into account in order to understand the actual number
of K∗(892)0 candidates which are findable after the reconstruction process. The geometrical
acceptance of the TPC (−0.96 η 6 0.9), the branching ratio of the K∗(892)0 decay into
K+π− and the tracking efficiency, especially for low momentum particles originating from
the resonance decay and for the charged kaons which in turn decay inside the TPC volume,
are all factors which strongly reduce the number of findable candidates, to about 0.02 per
event. After tracking, the K+π− combinations are reduced to about 1.4 per event.

We first assumed a perfect knowledge of the particle identification. The effect of
misidentifying the decay products will be discussed later. Under such conditions, the signal
which could be obtained from a proper correlation of the true pairs is shown in the left panel
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Figure 6.139. Invariant mass distribution of the true pairs originating from the K∗(892)0 and its
antiparticle decay (left panel) and from all Kπ pairs (right panel) in the case of a perfect particle
identification for 2 × 105 PYTHIA pp collisions. The solid curves are the fits results. The dashed
curve in the right part is the polynomial function representing the background.

of Fig. 6.139. Both K∗(892)0 and its antiparticle were included in the plot, by summing
K+π− and K−π+ pairs. A fit of this peak gives a centroid at 897.6 ± 0.9 MeV/c2, and a
width of 52.8 ± 2.1 MeV/c2, which are compatible with the standard PDG values (mass =
896.10 ± 0.27 MeV/c2, 0 = 50.7 ± 0.6 MeV/c2 ) [409].

The decay products from the K∗(892)0 are embedded in a sample of primary tracks,
with a signal-to-background ratio S/B = 0.1 within 2σ with respect to the nominal K∗(892)0

invariant mass, and a significance S/
√

S + B equal to 18.0 for the actual number of events
considered in the present analysis. A Breit–Wigner fit of the Kπ invariant mass distribution
from the same event pair (Fig. 6.139, right panel) carried out with the sum of a polynomial
and a Breit–Wigner shape, gives a centroid at 896.3 ± 2.6 MeV/c2 and a width 0 = 57.2 ±

8.6 MeV/c2 for the K∗(892)0 peak, which are values still compatible with the nominal ones,
although with a large error on the width.

These results show that with perfect particle identification, the K∗(892)0 signal may be
extracted even with a limited number of events.

Two cases were considered as regards more realistic particle identification (PID). In the
first, to maximize the number of tracks, PID information was required from at least one of
the three detectors ITS, TPC and TOF; in the second case, to improve the performance, PID
information was required in each of the three detectors.

A K∗(892)0 is classified as ‘findable’ if both its two daughters were tracked, and as ‘good’
if both the daughters were tracked and correctly identified. In the first case, the number of
findable K∗(892)0 is 0.02/event. The number of good K∗(892)0 is 0.015/event. Therefore
we have a signal to noise ratio S/B = 0.08 within 2σ with respect to the nominal K∗(892)0

invariant mass and a significance of 14. The invariant mass distribution for K+π− and K−π+

combinations is shown in the left panel of Fig. 6.140.
The background was evaluated by the event-mixing technique and subtracted from

the Kπ invariant mass distribution. Both K+π− and K−π+ combinations were included.
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Figure 6.140. Left panel: invariant mass distribution of the K+π− and K−π+ in the case of a
realistic PID (i.e. case I in the text); the dashed line represents the combinatorial background
obtained from the mixed-event method. The background spectrum is normalized to the entries
with an invariant mass larger than 1.1 GeV/c2. Right panel: signal spectrum obtained after the
background subtraction. The solid curve is a Breit–Wigner fit to the spectrum whereas the dashed
curve is the linear function representing the residual background.

The number of event pairs was chosen so as to have a negligible statistical error on the
combinatorial spectrum. Since the multiplicity fluctuations in pp collisions may be relatively
large, a more correct procedure would be to mix only events which have comparable
multiplicities. However, using a Kolmogorov test, we checked that the two procedures give
very similar combinatorial spectra when event pairs whose multiplicities differ not more than
5 units are considered. The normalisation factor of the combinatorial spectrum to the signal
spectrum was calculated taking the ratio between the number of entries in the signal and in
the mixed-event distributions for invariant masses greater than 1.1 GeV/c2, since a minimal
contribution from correlated Kπ pairs is expected at invariant mass greater than this value.
The spectrum obtained after the background subtraction (see the right panel of Fig. 6.140)
was fitted with a Breit–Wigner curve with a linear residual background. The fit gives a mass
M = 892.6 ± 2.1 MeV/c2 and a width 0 = 49.2 ± 6.0 MeV/c2.

To improve purity, although at the expense of efficiency, PID information can be
demanded from each individual ITS, TPC and TOF detector resulting in a more regular
behaviour of the PID efficiency as a function of the particle momenta. In this specific
case we define as findable a K∗(892)0 for which the two daughters were tracked and PID
information has been assigned. We determine the number of findable K∗(892)0 per event to
be 0.0027/event, and the number of good K∗(892)0 per event to be 0.0026/event. Considering
the interval of invariant mass 0.8–1.0 GeV/c2, the signal-to-noise ratio is equal to 0.13 with
a significance of 7.5. The invariant mass distribution for both Kπ combinations is shown
in the left panel of Fig. 6.141. In this case also the background was evaluated by the event
mixing technique and the combinatorial background has been normalized to the invariant
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Figure 6.141. Left panel: invariant mass distribution of the K+π− and K−π+, in the case of
realistic particle identification (i.e. case II in the text); the dashed line represents the combinatorial
background obtained from the mixed-event method. The background spectrum is normalized to
the events with an invariant mass larger than 1.1 GeV/c2. Right panel: signal spectrum obtained
after the background subtraction. The solid curve is the fit result. The dashed curve is the linear
function representing the residual background.

mass spectrum at M > 1.1 GeV/c2. The resulting difference spectrum between the signal and
the combinatorial spectrum is shown in the right panel of Fig. 6.141. The fit, i.e. a combination
of a Breit–Wigner curve and a linear background, gives M = 894.5 ± 4.0 MeV/c2 and
0 = 66 ± 13 MeV/c2.

We conclude that in the case of a realistic particle identification and with a number of
200 000 events, it is possible to extract values for the centroid and for the width compatible
with the standard values.

6.2.6.3. Reconstruction of the K∗(892) 0 signal in Pb–Pb collisions. As shown in Fig. 6.142,
the number of K∗(892)0 generated in a Pb–Pb collision increases with the centre-of-mass
energy and it is of order 103 per central event in the whole solid angle.

In order to study the visibility of the K∗(892)0 signal in Pb–Pb collisions, a sample of
3840 central HIJING events (b 6 5 fm), was generated and fully reconstructed. The magnetic
field was set to 0.5 T. The analysis was performed assuming perfect particle identification.

Table 6.32 shows the S/B, calculated within ±2σ and the significance obtained with
the sample of events used for this study, calculated for different bins in the total transverse
momentum pt of the pair. For each bin, a significance estimate is made for 107 events, i.e. the
estimated number of central events collected after 1 year of data taking.

The K∗(892)0 was identified by its hadronic decay channels of K∗(892)0 → K+π− and
K∗(892)0 → K−π+. In the following, the terms K∗(892)0 stands for both K∗(892)0 and
K∗(892)0. For this sample of events, ∼ 2100 K∗(892)0 are generated in each event. After
reconstruction, the number of findable K∗(892)0 per event is roughly 67, where a K∗(892)0 is
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Table 6.32. S/B (second column) and significance (third column) for different bins in total
momentum pt of K∗(892)0 in the case of perfect particle identification, for the about 3800 HIJING
Pb–Pb events. Rightmost column reports the significance scaled by the expected number of central
events collected after one year of data-taking (' 107 events).

pt bin ( GeV/c) S/B S
√

S+B
(I) S

√
S+B

(II)

0.0–1.0 2.4 × 10−4 6.5 331.6
1.0–2.0 3.1 × 10−4 4.0 201.4
2.0–3.0 1.1 × 10−3 2.8 145.4
3.0–4.0 2.8 × 10−3 2.3 118.0
4.0–5.0 4.8 × 10−3 1.9 98.4
5.0–6.0 6.2 × 10−3 1.4 72.0
6.0–7.0 8.5 × 10−3 1.2 60.1

considered findable if both its daughter particles were reconstructed. The findable K∗(892)0

are embedded in a large background with S/B(±2σ)' 10−4.
The K∗(892)0 signal was reconstructed from the invariant mass of unlike-sign pion-kaon

pairs. The Kπ invariant mass distribution is shown as full circles in left panel of Fig. 6.143.
The combinatorial background was calculated by sampling the like-sign pairs (K+

i π
+
i and

K−

i π
−

i ). Since the number of positive and negative particles may not be the same, to subtract
correctly the subset of non correlated pairs in the unlike-sign Kπ distributions, the like-sign
Kπ invariant mass (m) distribution was calculated as:

Nlike-sign(m)= 2 ×

√
NK+

i π
+
i
(m)× NK−

i π
−

i
(m) (6.23)

This procedure has already been used by the STAR Collaboration [405, 406]. The histogram
shown in the left panel of Fig. 6.143 represents the like-sign distribution.

In order to get a better normalisation between the estimated background and the real one,
the like-sign spectrum was multiplied by a polynomial function, resulting from a fit to the ratio
of the unlike-sign spectrum over the like-sign spectrum in the invariant mass region outside
the expected position of the resonance peak. A more complete description of this analysis can
be found in [407].
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Figure 6.143. Left panel: K∗(892)0 invariant mass spectra of like-sign (histogram) and unlike-
sign (full circles) pairs for the about 3800 Pb–Pb HIJING events. Right panel: Kπ invariant
mass distributions after background subtraction. The curve represents the result of a fit by a
Breit–Wigner with a linear background.
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Figure 6.144. The Kπ invariant mass distributions after background subtraction, for the about
3 800 events with perfect particle identification, in the total transverse momentum bin 0.06 pt 6

1.0 GeV/c. The curve represents the result of a fit with a Breit–Wigner distribution on a linear
background.

The like-sign background was subtracted from the unlike-sign Kπ invariant mass
distributions. The result is shown in the right panel of Fig. 6.143, where the K∗(892)0 signal
is now visible. Even when limiting the study to a bin in total transverse momentum pt, it is
possible to see the peak, as shown in Fig. 6.144. A fit of the Kπ effective mass spectrum using
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Figure 6.145. The Kπ invariant mass distributions after background subtraction, for 15 440 events
with realistic particle identification. The curve represents the result of a fit by a Breit–Wigner
distribution on a linear background.

a Breit–Wigner function and a linear background gives reasonable results for the centroid and
the width of the resonance peak.

In order to evaluate the visibility of the peak in a more realistic scenario, another
sample of 15 440 HIJING events fully reconstructed was used. In this case a realistic particle
identification, based on the Bayesian weights calculated during the tracking procedure, was
used. The same operations described above were performed on the like-sign distribution,
before subtraction to the unlike-sign one. As shown in Fig. 6.145, the K∗(892)0 peak is also
visible in this case. Even when limiting the study to a bin in total transverse momentum pt, it
is possible to see the peak, as shown in Fig. 6.146.

Taking into account the significance obtained with one year of data-taking, we can
conclude that the K∗(892)0 signal can be detected for a transverse momentum range spanning
between 0 and ∼ 15 GeV/c. In the case of a perfect PID, the global reconstruction efficiency
(including geometrical acceptance, branching ratio and tracking efficiency) ranges from ∼ 4%
for pt 6 1 GeV/c to ∼ 11% for pt = 6 GeV/c. If a realistic particle identification is used,
the efficiency has a maximum at about 4.5% for pt = 1 GeV/c, and decreases smoothly to
0.5% for pt = 6 GeV/c. It must also be noted that for pt > 3 GeV/c, it is possible to find the
K∗(892)0 without requiring any PID information. Indeed, the K∗(892)0 peak is clearly visible
after the subtraction of the background (estimated with the like-sign pairs) from the invariant
mass spectrum of all unlike sign pairs with a total pt larger than 3 GeV/c.

6.2.7. Search for strange dibaryons

6.2.7.1. The H-dibaryon. It has been suggested that a six quark bag bound state, (uuddss),
could exist, because the colour magnetic forces are attractive and thus allow its ground state
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Figure 6.146. The Kπ invariant mass distributions after background subtraction, for 15 440 events
with realistic particle identification, in the total transverse momentum bin 2.06 pt 6 3.0 GeV/c.
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to be below the strong decay threshold (M33 = 2231 MeV/c2) [410, 411]. The configuration
with hypercharge Y = 0 (charge = 0, spin = 0, isospin = 0 and S = −2) is called an
H-dibaryon (H0). According to these predictions, it should not be stable against weak
hadronic decay and its most probable mass range should be 2055–2231 MeV/c2. In this
region, the H0 can decay to 3n or 6N (N = nucleon) (if mH0 > 2134 MeV/c2) and 3Nπ (if
mH0 > 2195 MeV/c2). The lifetimes associated with these various decay modes are predicted
to be in the interval 10−10–10−8 s.

The H0 could also be a resonance (if mH0 > 2231 MeV/c2) decaying to 33, 4N or
66 [412]. It may be experimentally observed by analyzing the baryon–baryon continuum
invariant mass spectrum.

6.2.7.2. Strange hadronic dibaryons. The hadronic counterpart to the H0 is the so-called
dilambda (33)b, a bound state of two 3s, with the same quantum numbers and the same
decay channels as the H0. Actually, many other dibaryon bound states might exist according to
predictions using weak SU(3) symmetric contact interactions; these provide estimates of their
corresponding weak hadronic decays and their lifetimes [413]. Production estimates for RHIC
were also calculated by combining transport simulations with wave function coalescence
using RQMD [414, 415]. Examples of such predicted dibaryons are the following:
(6+p)b → pp, (40p)b →3p, (403)b →4−p or (404−)b →4−3.

With binding energies of a few MeV, their predicted decay lengths (cτ ) are between 1 and
5 cm. The predicted yields per event vary from 5 × 10−3 dilambdas per unit of rapidity down
to much smaller values if multi-strange hyperon combinations are considered: 10−4/event for
(404−)b.

Experimentally, these decay topologies can be identified with an appropriate tracking
device. For instance in the case of (40p)b bound state, one has to find secondary 3 vertices
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Figure 6.147. H0
→3pπ− reconstruction procedure.

associated with a proton track (bachelor). Such a procedure is comparable to the one applied
to � or 4 decay reconstruction (see Section 5.1.7.1 on page 1362), the K− or π− bachelors
being replaced by a proton.

6.2.7.3. The search for strange dibaryons in the central barrel of ALICE. In the following
paragraphs, we shall study the capability of the central barrel of ALICE to identify the H0

particle or strange hadronic dibaryons. We first focus on weak decay modes via the topological
identification method described in Section 6.2.3. Then it will be shown that mixed event
technique can be used if the H0 is a resonance.

The identification of one of the H0 possible weak decay modes, H0
→6−p → nπ−p,

is very challenging because of the huge multiplicity of Pb–Pb collisions at LHC energies
and because of the very short 6− track and the undetected neutron. The second weak decay
mode, H0

→3pπ−
→ pπ−pπ−, can, however, be observed with the ALICE detector if its

two successive weak decays are reconstructed. The hadronic dibaryon (40p)b identification
via a weak decay mode: (40p)b →3p will be studied as well. Finally, we shall report the
analysis corresponding to an H0 strong decay mode, the H0

→33.

6.2.7.4. The H0
→3pπ− weak hadronic decay. For the H0 properties, a lifetime of the

same order of magnitude as for the 3 (i.e. τ ∼ 2 × 10−10 s) and a mass of 2210 MeV/c2

were chosen. We note however that recent measurements of a double-3 hypernucleus
suggest a weak attractive 33 interaction and would mean slightly higher masses (just below
m33) [416]. The rapidity distribution is constant and limited to the mid-rapidity region
(|y|< 1). An exponential functional form was used for the transverse momentum distribution.

As a first step, we reconstruct all the secondary (pπ−) vertices (V0) candidates. Then we
find the V0-V0 associations that could correspond to an H0 decay. The principle of the method
is shown in Fig. 6.147. For each possible association between two (pπ−) vertices (V1,V2),
starting here with V1, we calculate the V1 mother momentum (pV1) and its invariant mass.
It is kept if this mass is close to the 3 mass. Then we require that it points back to the V2
vertex (selection on dcaV1). Finally we calculate the V2 mother momentum (pV2), assuming
that this vertex corresponds to a p3π− emission. If the candidate points correctly back to the
primary vertex (selection on the cosine of2), it is selected as an H0 candidate and its invariant
mass is computed. By tagging all the proton and π− tracks, we know which reconstructed H0
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Figure 6.148. 3pπ− invariant mass spectrum for H0
→3pπ− reconstruction in ALICE, for

135 000 simulated Pb–Pb central events at 5.5 TeV (dNch/dy = 4000), assuming an average yield
of 1 H0 per event in the |y|< 1 rapidity range.

are true (i.e. correspond to the Monte Carlo ones) and which are fake. From this study, we
obtain the reconstruction efficiency as well as the combinatorial background level.

A dedicated simulation including H0 mixing with realistic HIJING events, detector
digitisation and full event reconstruction (space point finding and tracking) was performed.
This acceptance and efficiency study would require ∼ 105 events because of the expected
low yield of H0s per event (less than one). Therefore we first generated events containing
only H0s (several tens of thousands per event). Of this number, only a few H0s were ‘good’
(a total of ∼ 650). According to the general definition used for cascade reconstruction, a
‘good’ generated H0 is a findable one, hence it is made of two ’good’ V0s. The acceptance
(ACC) of the H0 decay chain can then be defined as the ratio of the number of ‘good’ generated
H0 to the number of generated ones. This acceptance factor was found to be 0.48%.

Then the H0 reconstruction efficiency (EFF), including the secondary track finding and V0

reconstruction efficiencies, was estimated using ‘signal enriched’ events, i.e. HIJING events
with a particle density of dNch/dy = 4000, mixed with only the ‘good’ H0s selected in the
previous step. The quantity EFF, defined as the ratio of the number of ‘good’ found H0s (a total
of 23) to the number of ‘good’ generated ones, is equal to 3.5%. The rate (ε) of reconstructed
H0s is then given by the acceptance factor multiplied by the reconstruction efficiency

ε = EFF × ACC = 1.7 × 10−4.

The extracted signal of 23 ‘good’ found H0s would correspond to about 23/ε = 135 000
events if we assume that the multiplicity of produced H0s in the detector acceptance is one
per event. The next step consists in evaluating the background level corresponding to this set
of events. Here, we assume that wrong associations between a primary and a ‘signal’ track,
coming either from a hyperon or from an H0, constitute the dominant part of the background.

We generated N = 15 HIJING events and M = 9000 ‘purely signal’ events with the
expected multiplicity of the ‘signal’ particles. Then we combine the tracks from each of
the N HIJING events with each of the M signal events. After reconstructing N × M such
mixed track sets, we obtain a background statistically equivalent to N × M ‘signal+HIJING’
events. The resulting background is shown in Fig. 6.148, together with the corresponding H0

signal. In the mass window around 2210 MeV/c2, shown on the invariant mass spectrum, the
background level is less than 10 counts.
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Figure 6.149. 3p invariant mass spectrum for (40p)b →3p reconstruction in ALICE, for 58 000
Pb–Pb central events at 5.5 TeV (dNch/dy = 4000), assuming an average yield of 1 (40p)b per
event in the range |y|< 1.

The last step is to extrapolate this background to the full expected statistics, Nevent ∼ 107

central events and hence deduce the detection sensitivity. We find that the observation of
an H0 signal, above the background at a 3σ confidence level, requires the reconstruction of
nH0 ' 80 H0s.

The sensitivity (SH0 ) is defined by this number divided by the total number of analyzed
events and by the rate ε:

SH0 = nH0/(ε× Nevent).

The sensitivity obtained is about 5 × 10−2 H0/event over the two covered units of rapidity,
hence dNH0/dy = 2.5 × 10−2 H0 per event in this rapidity range [417].

6.2.7.5. The (40p)b →3p weak hadronic decay. For this study, we have chosen a (40p)b
lifetime of τ = 2.6 × 10−10s and a mass of 2225 MeV/c2. Such a mass corresponds to a
binding energy of about 30 MeV.

The principle of the reconstruction algorithm for the (40p)b is the same as for the4 decay
to 3π albeit the π is here being replaced by a proton. Then, applying the same procedure
and definition as for H0 reconstruction, we found the following results: ACC = 0.57% and
EFF = 9.64%, which gives us a rate of reconstructed (40p)b of 5.5 × 10−4.

The invariant mass distribution shown in Fig. 6.149 contains a signal of 32 ‘good’
found (40 p)b. It corresponds to about 60 000 events with a production rate of 1 (40p)b per
event. The background under the peak is less than 20 counts. Extrapolated to 107 events,
this result shows that the evidence of such a dibaryon needs a minimum number of 180
reconstructed (40p)b, which requires in turn a minimum number of ∼ 3.5 × 10−2(40p)b
produced per event in the region |y|< 1. We conclude that the production rate should be
at least dNH0/dy = 1.7 × 10−2(40 p)b for this particle to be observed.

6.2.7.6. The H0
→33 strong decay resonance. In this section we describe the search for

an H-dibaryon strong decay resonance in Pb–Pb collisions. The mode under consideration is
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Table 6.33. Selections used for the 3 reconstruction (same variable definitions as in
Section 6.2.3.2 on page 1596).

b− b+ dca cos2P

0.15 0.10 0.10 0.9997

H0
→33. To predict the ability of the ALICE detector to identify such objects, we start by

creating realistic background events. For this purpose, HIJING events with dNch/dy = 4000
are generated and enriched with primary hyperons at mid-rapidity (|y|< 1):

• 1003+ 1003 ;
• 154− + 154

+
.

The simulation of one year’s statistics of data taking (i.e. the generation and full
propagation of ∼ 107 of such events) is too time-consuming to be performed. Therefore
we developed a fast simulation strategy which consists in generating ‘fast’ pseudo-realistic
events, and then extrapolating the results to the full statistics of 107 events.

We generated 300 realistic events, each containing the aforementioned number of
particles, and used the set of topological reconstruction selections for 3s described in
Table 6.33. The average number of reconstructed 3 candidates is 6.6 per event with a purity
of 85% in the invariant mass window 1115.7 ± 5 MeV/c2.

The H0 reconstruction procedure is a simple algorithm which produces all the pairs of 3
candidates within an event. The strategy is therefore to generate lighter (‘fast’) events, each of
them containing only3 and H0 particles: after reconstruction with the given set of selections,
we obtain the same number of 3s in the defined mass window as for realistic events (i.e.
6.6 per event). In this way, we can create approximately the same conditions as for full real
events: the number of correlations between 23 candidates must be the same.

In the ‘fast’ event simulation, both3s and H0s are generated according to an exponential
pt distribution. The chosen physical properties of the simulated H0 resonance are presented
below:

• mass: mH0 = 2252 MeV/c2;
• branching ratio of H0

→33: 100%;
• width: 0H0 = 13 MeV/c2.

A total of 10 000 events were generated, each containing 1103s and 5 H0s. We used those
events to estimate both the H0 reconstruction rate (for signal) and the background level coming
from primary3 candidates. The average number of reconstructed primary3s per event is 6.7,
which is close to the expected 6.6.

The H0 reconstruction rate obtained with the ‘fast’ events is 7 × 10−4. The invariant mass
spectra of the reconstructed Monte Carlo H0 are shown in Fig. 6.150 with (left panel) and
without (right panel) the combinatorial background. It should be noted that the combinatorial
background was computed without any contribution from the H0 daughter tracks. This is
based on the assumption that the contribution of correlated background (for instance, the
correlation between a 3 daughter from an H0 and a primary 3) is insignificant because of
the low expected yields for the H0. We obtain a signal which is hardly discernable from the
background and this effect is obviously worse when the H0 width is large.

The values of the H0 reconstruction rate and background level obtained with 10 000
events can provide an estimate of the 3σ -sensitivity for such a particle, as was done for weak
decays. We define the significance as the ratio S/

√
B in the mass range 2237–2267 MeV/c2,
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Figure 6.150. Left panel: Monte Carlo H0 and combinatorial background coming from non-H0

daughters. Right panel: Monte Carlo H0 reconstructed mass.

where S is the number of signal counts, and B the number of background counts.
Hence, to get a 3σ -significance peak within a statistics of 107 central Pb–Pb events, the
number of produced H0 in the interval −1< y < 1 and per event must be at least 0.74, or
dNH0/dy = 0.37 assuming a flat rapidity distribution.

6.3. Momentum correlations

6.3.1. Introduction. The space–time evolution of the system created in heavy-ion collisions
is studied by analysing the momentum correlation of the emitted particles. This information
complements the image of the collision geometry and its dynamics extracted from the analysis
of different observables registered simultaneously.

Particle correlations in the kinematic region of small relative velocities arise mainly
from two effects: quantum statistics (QS), for identical bosons or fermions; and final state
interactions (FSI), Coulomb interaction for charged particles and strong interaction for all
types of hadrons. Both effects depend on the distance between the particle emission points
in space and time, and on their relative momentum. Therefore, the space–time evolution is
reflected in particle correlations.

We start by briefly introducing the formalism of two-particle correlations, as a necessary
tool for further considerations. The role of momentum correlations in interpreting the
Quark–Gluon Plasma (QGP) signatures is reviewed, the most important results from
experiments at lower energies are presented, and some predictions for LHC are then
discussed. A dedicated software for the analysis of particle correlation in ALICE has been
developed; after a brief introduction to the available tools for simulations and analysis,
some specific features of the correlation effects in ALICE are discussed. The form of the
measured correlation functions is strongly influenced by experimental effects such as detector
acceptance, resolution, and efficiency. Because of the huge number of particle pairs that will
be produced, the statistical uncertainties will be very small and, therefore, the reduction
of systematic errors will be essential. The first results of simulations to study systematic
effects are presented. We conclude with an overview of additional analysis topics that will
be addressed in ALICE.

6.3.2. Formalism of two-particle correlations. The momentum correlation of particles,
when used to study the space–time characteristics of the production processes, serves as a
correlation femtoscope. For non-interacting identical particles, like photons, the correlations
appear solely due to the effect of QS [418–420]. These QS correlations have an analogy in
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astronomy, where the two-photon space–time correlations allow one to measure the angular
radii of stars (HBT effect [421, 422]). The momentum QS correlation in particle physics was
first observed as an enhanced production of pairs of identical pions with small opening angles
in proton–antiproton annihilations. From this enhancement, Goldhaber et al. were able to
extract the spatial extent of the particle emitting source (GGLP effect [418]).

The two-particle correlation function C(p1, p2) is defined as the ratio of the differential
two-particle production cross section to a reference cross section which would be observed
in the absence of the effects of QS and FSI. We assume that the correlation of two particles
emitted with a small relative momentum is influenced by the effects of their mutual QS and
FSI only, and that the momentum dependence of the one-particle emission probabilities is
negligible when varying the particle four-momenta p1 and p2 by the amount characteristic for
the correlation due to QS and FSI (smoothness assumption [207]). Clearly, the assumption
that the Wigner function S(x, K ) varies smoothly over phase-space volumes larger than the
volume (2πh̄)3 of an elementary phase-space cell, is well justified for heavy-ion collisions.

As already discussed in Volume 1 of this PPR [3], the two-particle correlation is defined
as

C(Ep1, Ep2)=
d6 N

dp3
1(dp3

2)

/
d3 N

dp3
1

d3 N

dp3
2

. (6.24)

Experimentally, it is obtained from the ratio:

C(Eq, EK )=
A(Eq, EK )

B(Eq, EK )
, (6.25)

normalized to unity at large Eq , where Eq is the relative momentum of the pair (Ep1 − Ep2) and EK
is the average pair momentum (Ep1 + Ep2)/2. The numerator A(Eq, EK ) is the distribution of the
relative momentum for pairs of particles in the same events and represents the distribution of
the two-particle probability for the relative momentum of each pair. The denominator B(Eq, EK )
is the distribution for pairs of particles in different events and represents the product of
single-particle probabilities.

In order to extract information from the measured correlation function about the
space–time geometry of the source, one needs to choose a coordinate system in which to work.
We have chosen the Cartesian or Pratt–Berstch (‘out-side-long’) parametrization [423–425],
in which the relative momentum vector of the pair Eq is decomposed into a longitudinal
direction along the beam axis ql, an outward direction parallel to the pair transverse direction
qo, and a sideward direction perpendicular to those two qs; see Fig. 6.151. Then, the emission
function for identical particles is usually parameterized in terms of a Gaussian. In that case,
for an azimuthally integrated analysis, and in the longitudinal comoving system (LCMS)
reference frame in which the longitudinal component of the pair velocity vanishes, the
correlation function takes the form [426]:

C(Eq, EK )= 1 + λ exp (−R2
o(

EK )q2
o − R2

s (
EK )q2

s − R2
l (

EK )q2
l ). (6.26)

The HBT parameters Ro, Rs, and Rl contain information about the space–time extent of
the particle emitting source in the out, side, and long direction. References [207, 427] give a
detailed description of the relation between the HBT parameters and the space–time geometry
of the final freeze-out stage.

Equation 6.26 applies only if the sole cause of correlation is quantum statistics. However,
charged particles suffer long-range Coulomb interaction effects, and all hadrons interact
through the strong interaction. These interactions will affect the correlation function and
need to be taken into account in order to isolate the Bose–Einstein (Fermi–Dirac) interference
effects; this will be discussed in Section 6.3.5.



ALICE: Physics Performance Report, Volume II 1637

Bea
m di

rec
tio

n

o

ql

qp
2

p
1

k

qs

q

Bea
m di

rec
tio

n

o

ql

qp
2

p
1

k

qs

q

Figure 6.151. Cartesian or Pratt–Berstch (‘out-side-long’) parametrization of the relative
momentum vector of the pair Eq .

6.3.3. Momentum correlations in heavy-ion collisions

6.3.3.1. Particle correlations for expanding systems. One of the main goals of the LHC
experiments with ultra-relativistic heavy ions is the study of the matter properties at very
high temperatures and energy densities (see for example Ref. [428]). There is a direct
connection between these properties and the character of the evolution of the system
created in nuclear collisions. Therefore, the space–time structure of the system at the
freeze-out stage is determined by the fundamental matter properties we are interested in.
The interferometry parameters at this stage can be expressed through geometrical and
thermodynamic characteristics of the system: its sizes and temperature, and via the system’s
dynamical properties, such as a proper time of expansion and intensity of transverse
flows [424, 425, 429–437].

The main feature of expanding sources is that the momentum spectrum of particles
depends on the spatial coordinates of the emission point (so-called p–x correlation). This
dependence appears since the collective expansion velocity v, and therefore the resulting
Doppler shift of the momentum spectrum, is different in both magnitude and direction for
different parts of the expanding system. On account of the Doppler shift, only some relatively
small part of the system, defined mainly by the gradient of collective velocities, contributes
to the particle momentum spectra at any given p. Likewise, for two-particle spectra, the
correlation function at a given total pair momentum P is dominated by the small part of
the source which forms spectra in the vicinity of P/2.

For thermalized expanding systems, the sizes of the effective emission region in the
vicinity of momentum p are associated directly with the system’s lengths of homogeneity
lj [433, 436] at the point x(p) corresponding to the maximum of the source distribution
function f (x, p) at momentum p. The lengths of homogeneity express the sizes of the
region in which the distribution function f (x, p) does not change much, e.g., | f (x + l, p)−
f (x, p)|/ f (x, p)= 1/2. For Gaussian sources, the latter differential criterion make the HBT
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parameters Rj to be equal to lj (for j = o, s, l). These lengths contain the basic parameters
of the evolution: proper time of the expansion, transverse radius, intensity of transverse
flows, freeze-out temperature, etc. To extract these parameters one needs to measure the
interferometry radii in different regions of rapidity and transverse momentum [429, 430, 437].
This is the basic idea of the interferometry analysis of expanding systems that are formed in
A–A collisions.

6.3.3.2. Role of HBT correlations in interpreting QGP signatures. We briefly summarize
below the main physics information which can be extracted from the analysis of momentum
correlations in heavy-ion collisions.

Probing the emitting source structure at decoupling. Two-particle correlations, whether they
are of QS origin [207] or caused by soft FSI [438, 439], probe the phase-space distribution
of the emitting source at decoupling, i.e. the Wigner density of the emitted particles just after
their last interactions with the surrounding medium. When combined with the single-particle
momentum spectrum, which provides space-averaged information on the momentum–space
distribution of the source, they give access to the space–time structure of the reaction zone at
decoupling. More specifically, two-particle correlations measure the width of the distribution
of the relative space–time distances between every two particles at the point where they are
set free.

Identifying traces left behind by the QGP. Two-particle correlation measurements require
high statistics and can thus, so far, only be performed with the more abundant hadron species
such as pions, kaons, protons, and 3 hyperons. Because of their strong interactions, these
particles are set free (i.e. their measured momenta and momentum correlations are fixed) very
late in the collision, long after the QGP or any other previous state of matter created in the
early collision stages has disappeared. Therefore, two-particle correlations do not carry any
direct signature of the early stages. However, they are sensitive to the complete dynamical
evolution from the first hard interactions to the final freeze-out; their power lies in identifying
traces left behind by the early state, such as the geometric growth of the reaction zone and
its collective expansion flow generated by the early pressure imprinted on the final state
in the form of very specific space–momentum correlations at decoupling. By providing an
accurate quantitative characterization of the phase-space distribution at freeze-out, correlation
measurements strongly constrain the global evolution of the reaction zone including its early
stages, thereby establishing the basis for an accurate interpretation of genuine QGP signatures.

Testing the relations between collective expansion and thermal motion. A crucial aspect of
particle correlation measurements in heavy-ion collisions is the dependence of the width of the
correlations on the momentum of the correlated pair (or triplet). This momentum dependence
identifies space–momentum correlations in the emission function and is therefore sensitive
to the collective dynamics of the collision fireball at freeze-out. For very rapidly expanding
systems such as those expected in heavy-ion collisions at the LHC, the correlation radii are
almost completely controlled by a competition between collective expansion (which tends
to decrease the homogeneity lengths) and random thermal motion (which tends to increase
the homogeneity lengths by smearing out collective velocity gradients). The actual global
geometry of the source at freeze-out plays at most a minor role.

Measuring the spatial deformations of the source. Two-particle correlations can be
measured as functions of six variables: the three components of the relative momentum Eq ,
and the three components of the average momentum of the pair EK . The dependence on the
azimuthal angle 8 of the pair transverse momentum is interesting for non-central collisions



ALICE: Physics Performance Report, Volume II 1639

where it provides access to spatial deformations of the source in the transverse plane at freeze-
out and to a possible tilt of the source relative to the beam axis [427, 440]. Such measurements
of spatial deformation at freeze-out complement the study of azimuthal momentum–space
asymmetries, such as elliptic flow, which are created early in the collision and thus are directly
sensitive to the initial equation of state. By probing the influence of elliptic flow on the
geometric shape of the reaction zone at freeze-out, the measurement of the shape at freeze-out
provides strong constraints for the dynamical evolution of the reaction zone.

Distinguishing between different models of the collision dynamics. To fully exploit the
constraining power of correlation measurements for the early, quark–gluon-dominated,
collision dynamics one must perform a full three-dimensional correlation analysis in terms
of the relative momentum Eq as a function of the total momentum of the pair. Any averaging
over one or several of these variables leads to space–time ambiguities and/or washes
out information on the all-important space–momentum correlations which characterize a
collectively expanding source. An accurate determination of the latter requires one to study the
dependence of the correlation radii Ri on the pair momentum [207, 441–443] in sufficiently
narrow bins; this explains the need for very large pair statistics. It has been shown at
lower energies [207, 443] that such multi-dimensional correlation studies indeed provide the
resolving power needed to distinguish between different models for the collision dynamics;
they provide crucial help in establishing a global dynamical picture for the space–time
evolution of the collision, on the basis of which the early signatures (such as hard probes,
strangeness enhancement and elliptic flow) can be analysed in a quantitatively accurate way.

6.3.3.3. Conclusions from experiments at AGS, SPS, and RHIC. We briefly discuss here four
‘milestones’ of the field achieved at the lower energies of AGS, SPS, and RHIC as the HBT
analysis entered its ‘era of precision’ [444] and upon which ALICE can build and expand.

Excitation function. A stringent test of our understanding of the space–time dynamics of
nuclear collision, as well as the potential for discovery, is maximized via the study of the
excitation function [445]. The first ‘milestone’ is therefore the systematic construction of
such an excitation function (over almost 2 orders of magnitude in

√
s ) for central collisions

between the heaviest nuclei. This is shown in Fig. 6.152 [446] for identical pion correlations
at mid-rapidity and low Kt, where Kt is the magnitude of the transverse momentum vector of
the pair and is defined as Kt = (Ep1 + Ep2)t/2 .

Hydrodynamic calculations [445] predicted that, in heavy-ion collisions at relativistic
energies, the source would emit pions over a long time period resulting in a long lifetime
of the source and, consequently, in a large Ro parameter and in a Ro/Rs ratio much larger
than unity. However, as can be seen in Fig. 6.152, this predicted increase with energy is
not observed up to RHIC energies. On the other hand, these hydrodynamic calculations are
in good agreement with the experimental measurements of the momentum structure of the
emitting source (particle spectra) and the elliptic flow at RHIC [282]. The fact that they fail
to reproduce (at all energies) the space–time distribution at freeze-out as given by the HBT
parameters is know as the ‘RHIC HBT puzzle’.

At the LHC we can extend this excitation function by another order of magnitude. Perhaps
hydrodynamic concepts only approximately apply at RHIC (and so hydrodynamic models
can describe v2), but break down in the space–time details; at the LHC, the underlying
assumptions of hydrodynamic models may be better justified and may finally lead to a
quantitative description of both momentum and coordinate space distributions in terms of
hydrodynamic evolution. It is even conceivable, if unlikely, that the long-awaited QGP signal
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statistical. Open symbols indicate that fitting was done according to an improved approach for
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of extended time-scales may appear only at LHC energies, helping to map out the phase
transition as a function of energy.

pt dependence. At lower energies, the crucial interplay between coordinate- and
momentum–space components of the dynamics has been studied with increasing
sophistication. Once simply assumed from the shapes of the pt distributions, the space–time
structure of the radial flow is now readily probed directly by measuring homogeneity
lengths as a function of the pair transverse mass m t [443]. Extraction of such information
is theoretically well-grounded for collisions with vanishing impact parameter (b = 0).
Figure 6.153 shows the dependence of the HBT parameters on m t for the 5% of the most
central collisions at

√
sNN = 200 GeV as measured by the STAR experiment [446]. The

decrease on the transverse radii (Ro and Rs) attributed to transverse flow is clearly seen in
the data.

Remarkably, while the effects of radial flow are already present at very low AGS
energies [447], they appear to saturate and remain constant as the energy is increased to the
maximum AGS energy (Ebeam ≈ 10 AGeV) and beyond [448]. However, the radial expansion
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Figure 6.153. HBT parameters for the most central collisions for π+π+ and π−π− correlation
functions as measured by the STAR experiment [446].

velocity should rise again at the LHC [449] and verification of this prediction will be a crucial
test for hydrodynamic models.

8 dependence. To probe the space–time geometry of non-central collisions, one may
simply apply the formalism employed for central collisions and observe that more peripheral
collisions yield smaller transverse radii than central ones, as expected [446, 450–452]. This is
a comforting test that HBT is indeed probing something related to geometry.

However, by developing and applying the more general formalism applicable to
non-azimuthally-symmetric cases [427], one obtains qualitatively new information on the
anisotropic shape of the source in full four dimensions, leading to important insights into
the dynamics of anisotropic flow [440].

Experimentally, when correlating the transverse momentum of the pair Kt with the
impact parameter vector, as determined from event-by-event flow analysis, one observes
oscillations in the six HBT parameters (for a detailed description of the HBT parameters
see Refs. [207, 426, 427]), as shown in Fig. 6.154 for 4 AGeV Au–Au collisions [453]. The
second-order oscillations in the transverse radii R2

o , R2
s , and R2

os correspond directly to the
ellipsoidal transverse shape of the emitting source (extended out-of-reaction-plane in this
case). Meanwhile, the first-order oscillations in R2

ol and R2
sl carry information about the spatial

tilt of the source away from the beam axis. At AGS energies, model comparisons at this



1642 ALICE Collaboration

0.2

0.6

1

Au(4 AGeV)Au

b = 4-8 fm

-0.6 < ycm < 0.6

pT = 0-0.4 GeV/c

20

40
out side long

-16

0

16

0 200

out-long

0 200

out-side

0 200 400

side-long

Figure 6.154. Stars show the E895 HBT parameters from 4 AGeV Au–Au collisions. The values
at8= 0◦ are redisplayed as open stars at8= 360◦. The line in the λ panel represents the average
value of λ. Lines in the other panels represent a global fit to the HBT radii.

level of detail reveal important discrepancies in the space-momentum correlations leading to
anisotropic flow [453].

At RHIC, the STAR Collaboration has performed a similar analysis [454]. The results
from this analysis clearly show that the out-of-plane extended transverse shape is retained at
freeze-out even at RHIC energies. This puts rather severe and important constraints on the
evolution time-scale of the collision. (The evolution time-scale is to be distinguished from
the freeze-out time-scale associated with Ro/Rs form example). So far, STAR could only
measure the second-order reaction-plane (i.e. the plane containing Eb, not the direction of Eb
itself); therefore any first-order oscillations, and the ‘tilt’ information associated with them,
are inaccessible.

ALICE shares with STAR the unique ability to measure the reaction-plane event-by-
event. Since the elliptical flow signal (from which the reaction-plane is determined) is
expected to grow with energy, ALICE should be able to make precision measurements of the
shape and the anisotropy of space–momentum correlations in non-central heavy-ion collisions
at the highest energies. While this experimental ‘milestone’ has not been fully explored
theoretically, it seems clear that the azimuthal dependence of two-particle correlations holds
much promise for providing insights into the underlying physics of the collisions.

New directions. At the SPS and RHIC, the high multiplicity and abundance of previously
rare particles has opened up entirely new and important areas of study. Besides
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two-pion HBT, there are published results from the SPS for two-kaon HBT [455], and
three-pion correlations [456]. The STAR Collaboration has also published results from a
three-pion analysis [457]. The general conclusions which can be drawn from these more exotic
measurements are that for kaons, the radius parameters tend to be smaller than for pions;
and that three-pion measurements for S–Pb collisions indicate a coherent source component
whereas Pb–Pb and Au–Au measurements tend to look, with large error bars, more like a
chaotic source.

The STAR Collaboration has also published results from non-identical particle
correlations such as πK [458], in which, by studying differences in the correlation function
depending on which particle has the higher absolute momentum, one can discern space–time
anisotropies in the emitting source. In a static (non-flowing) source model, this corresponds
to discerning which particle species (on average) is emitted first. In a more realistic model
including flow, it probes the details of the spatial flow field in ways previously inaccessible.
There are also preliminary results on K0

s K0
s correlations [459], which have no final-state

Coulomb interactions and therefore allow a cleaner extraction of the QS signal at low
relative momentum in the case of charged particles, on p3 correlations [460], and on
π4 correlations [461]. Given the high particle multiplicities at LHC and excellent particle
identification (PID) capabilities, ALICE will extend the existing systematics to a large number
of different hadron species.

6.3.3.4. Predictions for the LHC. In this Section, an estimate of the expected pion HBT
parameters at LHC will be presented. This estimate is based on the observed systematics
of pion freeze-out at lower energies and on predictions of the charged particle multiplicity
dNch/dη in central Pb–Pb collisions at

√
sNN = 5.5 TeV.

The observed HBT parameters in central collisions of heavy nuclei at AGS, SPS,
and RHIC have been found to be consistent with a constant mean free path λf of pions at
freeze-out [462]:

λf =
1

σρ
=

Vf

σN
=

Vf

σππ Nπ + σπN NN
≈ 1 fm. (6.27)

In this equation, ρ is the particle density at freeze-out and σ is the (thermal and isospin
averaged) cross section of pions with the medium. The density ρ can be expressed by the
ratio N/Vf, where Vf = (2π)3/2 R2

s Rl is the interferometric volume at freeze-out and N is the
number of particles contained in it. For details see [462].

In the presence of different particle species in the medium, the product σN has to be
decomposed into the sum of the particle species Ni multiplied by the corresponding cross
section of pions with these particles σπ i . For simplicity, only the most abundant particle
species pions and (anti-)nucleons are considered here. A compilation of σN and Vf as a
function of beam energy is shown in Fig. 6.155. It has been demonstrated that this universal
behaviour is independent of the system size and valid even in pp and dAu collisions at
RHIC [463].

For an extrapolation of recent measurements of Vf at RHIC to LHC energies, we assume
that the universality of the mean free path at freeze-out holds also at LHC:

λf,RHIC = λf,LHC. (6.28)

At collider energies (µB → 0, T → Tc) the chemical composition is expected to change
only very little, i.e. the ratio of pions to nucleons plus antinucleons can be considered as
constant:

NN = const × Nπ → λf,ce =
Vf

Nπ (σππ + const × σπN )
. (6.29)
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Assuming that the number of pions Nπ in the interferometric volume Vf is proportional
to dNch/dη we obtain

Vf,LHC

Vf,RHIC
≈

dNch/dη(LHC)

dNch/dη(RHIC)
→ ρLHC ≈ ρRHIC. (6.30)

Obviously, the concept of a constant λf implies freeze-out at constant density, as long as
the hadro-chemical composition of the medium does not change. This is approximately true
for top SPS energies and above, and for different system sizes at fixed collision energy [464].
In this case, the HBT parameters scale with the charged particle multiplicity dNch/dη, as
demonstrated in Fig. 6.156 (from [465]). However, if the hadro-chemical composition is taken
into account, a consistent description of HBT parameters is achieved also at AGS energies by
the assumption of constant λf.

In essence, the interferometric volume Vf is expected to scale with charged particle
multiplicity between RHIC and LHC. For the one-dimensional HBT parameters, this results in
an approximate scaling by (dNch/dη)1/3. Predictions for dNch/dη at LHC vary between 1000
and 8000. Most recent estimates, however, seem to favour a value at the lower bound of this
range. In this case, the mid-rapidity charged particle density would exceed the RHIC value by
only a factor 1.5–2, and as a consequence, the HBT parameters would increase by no more
than 15–25%. This is consistent with an extrapolation of the HBT parameters in Fig. 6.156.

6.3.3.5. Predictions from a rescattering model. Since it has been found that the predictions
from a simple hadronic rescattering model agree rather well with flow and HBT measurements
for Pb–Pb collisions at the SPS [466] and Au–Au collisions at RHIC [467], it is interesting
to use this model to make similar predictions for Pb–Pb collisions at the LHC. Preliminary
calculations for the LHC have been carried out with the rescattering model, the results from
which are shown below. In performing LHC calculations, the following parameters were used
in the code: (1) a collision impact parameter of b = 8 fm, (2) an initial temperature parameter
of 500 MeV, (3) a hadronization proper time for the initial system of 1 fm/c, (4) a dN/dy at
midrapidity for central collisions for all particles of 4000, and (5) an initial rapidity width
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Figure 6.156. HBT parameters at different beam energies and collision systems as function of
(dNch/dη)1/3 [465].

of 4.2. These parameters were judged to be reasonable guesses to simulate LHC Pb–Pb
collisions. They at least satisfy the self-consistency check that summing over the energy of all
particles in an event at the end of the calculation agrees with the input total energy of a LHC
Pb–Pb collision with an impact parameter of b = 8 fm. An impact parameter of b = 8 fm was
chosen for the present preliminary study both to obtain non-negligible elliptic flow values and
for calculational convenience (even for this impact parameter the CPU time used by the code
for each LHC Pb–Pb event was about 60 hours). For item (3) above, the hadronization proper
time was taken to be the same as was used in the SPS and RHIC calculations. HBT results
of these calculations are compared with similar calculations at b = 8 fm centrality for RHIC
Au–Au collisions and are shown in Fig. 6.157. These results are obtained at mid-rapidity,
i.e −2< y < 2.

Figure 6.157 shows the pion HBT parameters vs. Kt for LHC Pb–Pb compared with
RHIC Au–Au from the rescattering model and with RHIC Au–Au results at

√
sNN = 200 GeV

for the 50–80% most central events [446]. HBT parameters are extracted by fitting the usual
Gaussian 3D parameterization of the pion source [441, 442] to the 3D correlation function as
calculated from the rescattering model. The transverse radius parameters, Rs and Ro, are seen
to be somewhat larger and show a stronger Kt dependence for LHC as compared with RHIC.
The longitudinal radius parameter, Rl is seen to be significantly larger for LHC as compared
with RHIC, clearly reflecting that the pion freeze-out times at LHC are twice as long as at
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RHIC according to the rescattering model. The lambda parameter is seen to increase with
increasing Kt in the same way for both LHC and RHIC, reflected the reduced influence of
long-lived resonances at the higher Kt values.

Summarizing the results of this preliminary study, it is predicted from the rescattering
model that medium-peripheral (b = 8 fm) LHC Pb–Pb collisions will produce larger HBT
radii than the analogous RHIC Au–Au collisions, although the lambda parameter values will
look the same.

6.3.4. Software tools for the simulation of momentum correlations. The huge number of
particles (∼6000 charged particles per rapidity unit at mid-rapidity in central events) [3] that
will be created in heavy-ion collisions at LHC energies will generate a very dense pattern of
hits in the detectors. Reconstruction defects, such as track splitting or track merging, strongly
affect the measured correlation function at small relative momentum, where the HBT signal
is found. Therefore, the study of the effects of these reconstruction defects on the correlation
functions are necessary to estimate and reduce the systematic distortions, since the statistical
uncertainties are expected to be negligible in most cases.

In this section, we introduce the software tools, available within the AliRoot framework,
for simulating events with momentum correlations. These events are used to study the
capabilities of the ALICE detection system in measuring different features of particle
correlations. The results of this study are presented and discussed in Section 6.3.5.

6.3.4.1. Simulation of two-particle correlation functions. The simulation chain starts with
the event generation, using in principle any of the commonly used generators (HIJING,
RQMD, UrQMD or NEXUS/EPOS), which are based on different physics assumptions.
However, with these generators, the user cannot directly control the momentum, angular,
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or multiplicity distributions of the generated particles. Therefore, in order to study the
dependence on these quantities, we also use a simple event generator in which the different
event features can be directly tuned by the user. An example of such a generator is
MEVSIM [468], described in Volume I of this PPR [3].

These event generators do not include the particle correlations arising from FSI effects
and QS. In order to add the effects of particle correlations, we could use an ‘after-burner’,
the HBT processor [469], which introduces two-particle correlations to the selected set of
particles previously generated by any of the event generators. (More information about the
principles and action of the HBT processor can also be found in Volume I of this PPR [3].)
The HBT processor is an excellent tool to study the influence of different experimental factors
on the shape of the two-particle correlation functions. However, it is not accurate enough to
generate dynamic effects for different intervals of Kt and y. To study these cases we have
applied the method of weights described in the next section.

6.3.4.2. Quantum statistics and final-state-interaction weights. As mentioned above, in
some cases the correlation function needs to be constructed by calculating weights that
take into account QS and FSI. Each pair of selected particles is attributed a weight which
depends on the (unmeasurable) space–time coordinates of particle emission points and on the
measured four-momenta of both particles. The correlation function is obtained as the ratio
of the weighted to unweighted distributions, as a function of the particle relative momentum
(expressed as qinv, Eq , or its components out, side, and long).

The calculation of correlation functions with the method of weights consists of four
main steps:

1. Generation of events, with or without the freeze-out coordinates of the emitted particles,
depending on the model. In the latter case the coordinates are generated separately
assuming some model of the space–time evolution, e.g. a Gaussian distribution of particle
emission points.

2. Calculation of weights for all two-particle combinations. At this point one can also
construct the ratio of weighted to unweighted generated distributions of the relative
momentum. This correlation function does not contain any experimental effects and can
be used as a reference.

3. Construction of the weighted distribution with pairs formed by reconstructed and identified
tracks which are weighted according to the weights calculated in step 2. Experimental
effects resulting from the reconstruction procedure may change the particle momenta and
PID, and add or remove particles according to detector acceptance, track splitting and
merging or other experimental effects. As a consequence:

(a) the momentum difference for which the weight is attributed may be different than
the momentum difference for which the weight was calculated (because of the single
particle momentum resolution);

(b) the number of reconstructed pairs in a given interval of the relative momentum may
be different than the number of generated ones (because of two track reconstruction
defects such as track splitting and merging).

4. Generation of the unweighted distribution in two different ways in order to be able to study
the influence of different experimental factors on the shape of the correlation function:

(a) by forming pairs of particles from the same events, but without weights;
(b) by forming pairs of particles from different events.

In case (a) only the single-particle effects influence the shape of correlation function; in
case (b) both, single and double particle experimental effects are taken into account.
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Figure 6.158. Correlation function simulated by the method of weights for pairs of positively
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distribution was generated using particles taken from the same (left) and different (right) events
(see text for details).

In this analysis, we have applied the weight method approach suggested by Lednicky
and Lyuboshitz [470]. With this approach, the user may switch on/off different kinds of inter-
actions: QS, strong or Coulomb FSI, or Coulomb interaction with the emitting source. This
allows one to study the role of different effects on the final shape of the correlation function.

Figure 6.158 shows a one-dimensional correlation function calculated from generated
(not reconstructed) events using the method of weights for the system of two positively
charged pions emitted from a spherical Gaussian source with parameters R = 7.4 fm and
λ= 0.73. In this case only QS interaction was switched on. The parameters extracted from
a Gaussian fit ( f (qinv)= 1 + λ · exp(−q2

inv R2), where qinv =
√

|Eq|2 − (q0)2) are in excellent
agreement with the input parameters.

The influence of the single- and two-track reconstruction effects on the shape of
correlation function is shown in Fig. 6.159. Both correlation functions were calculated from
reconstructed and identified tracks in the TPC, using the method of weights and assuming
the same system as above. In the left figure, the background was generated with particles
taken from the same events (without weights). The changes on the shape of the correlation
function can be seen, not only in the differences of the extracted parameters, but also in
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Figure 6.160. Schema of the simulation chain for analysis of two-particle correlations at ALICE.

the quality of the fit given by the value of χ2/ndf. In this correlation function two-particle
reconstruction effects, such as merging, are not seen since they vanish when the ratio of the
two distributions is taken. The generation of the background by mixing particles from different
events (right) allows us to study the influence of two-track reconstruction defects on the shape
of the correlation function. In the region of small relative momentum, one can observe a lack
of pairs in the numerator due to the merging of tracks in the reconstruction process.

The method of weights can be used effectively for many combinations of two-particle
systems and it is sensitive to the details of the experimental procedure.

6.3.4.3. Simulation chain for the momentum correlation analysis. As a summary, a scheme
of the simulation chain for the particle correlation analysis in ALICE is shown in Fig. 6.160.
The upper part of the figure and the arrows with the empty arrow-heads show the flow of data
corresponding to the weight method for the correlation function calculation. The lower part
shows the generation of events with correlations made by the HBT processor. Thick arrows
indicate that the process is common for both methods. Each block is, in fact, a separate piece
of software and can also be used independently in another AliRoot environment.

(a) Event generation. This block represents the generation of particles by any event
generator. It gives a list of particles. Each particle is described by its mass, charge, and three-
momentum components (px , py, pz). Some generators give also the freeze-out coordinates
(x, y, z, t).

(b) HBT processor. It changes the momenta of the particles producing events with particle
correlations.

(c) Reconstruction. It simulates the reconstruction of the whole event in detail and
attributes to each particle a PID index, the three components of the reconstructed momentum
(p′

x , p′
y, p′

z), and the index of the corresponding generated particle.
(d) Construction of the momentum distributions. The distributions for the construction

of the correlation function are calculated. Different selection criteria of events, particles,
and particle pairs may be applied by the user. All combinations of selected pairs (i1, i2) are
considered and the relative momentum vector for each pair is calculated in a given reference
frame (such as LCMS). It is important to note that the background distribution is generated
with pairs of particles taken from events with similar characteristics. This block is based on
the HBT maker from the STAR experiment and will be used in the analysis of experimental
data.
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(e) QS+FSI weights. This block takes pair-by-pair all the combinations of reconstructed
particles (i1, i2) from block (d) together with the corresponding original momenta and freeze-
out coordinates generated in block (a). The value of the weight is calculated for the generated
momentum values and attributed to the reconstructed momenta. The influence of the possible
experimental distortions is therefore taken into account.

(f ) Correlation functions. This final block constructs the correlation function from the
distributions calculated in previous steps, and plots it. This block will also be used in the
analysis of experimental data.

The arrows that join blocks (a) and (b) with block (d) provide undistorted data to the
correlation analysis. With these data we construct the reference correlation functions which
will be used to study possible defects in the reconstruction process.

With these tools, we are able to generate events that will allow us to study:

1. the correlation function for different two-particle systems;
2. one-dimensional (as a function of qinv) and three-dimensional (as a function of qo, qs, and

ql) correlation functions;
3. the number of events needed for different two-particle systems, with different cuts;
4. particular correlation effects such as flow;
5. reconstruction effects that may affect the correlation function;
6. FSI effects;
7. event-by-event correlations for different charged-particle multiplicities per unit of rapidity.

6.3.5. Two-pion momentum correlation analysis. In this section we present the results of the
analysis of the data produced during phase 1 of the Physics Data Challenge 2004 (PDC04).
More details on this analysis can be found in Refs. [471–473]. We use only the most central
events (impact-parameter range from 0 to 2 fm) with an average multiplicity of the order of
6000 charged particles per unit of rapidity at mid-rapidity. In order to introduce the correlation
effects we use the weighting method described in the previous section.

Unless otherwise stated, we take only tracks reconstructed with the central barrel
detectors: ITS, TPC, TRD and TOF; and we consider only particles with a particle
identification (PID) probability larger than 50%. In order to study distortions from the
reconstruction, we can ignore the effects from FSI. However, a detailed study of strong and
Coulomb FSI will be needed when analysing experimental data in order to extract the source
properties.

The details of the analysis procedures are described for the case of two identical pions
since they are the most abundant particles. Unless stated otherwise, the methodology for any
other two-particle system is the same, and for these cases we discuss only the differences
and the results. All the analysis tools used are available in the AliRoot framework. With the
analysis presented here, we try to address possible reconstruction effects on the correlation
function and give a detailed description of how the analysis of the experimental data will need
to be done.

6.3.5.1. Event selection for background mixing. In order to form pairs for the reference
distribution (denominator of the correlation function), the two tracks in the pair should come
from events with very similar properties in order to avoid any kind of bias in the correlation
function. To show the importance of mixing events with similar characteristics, Fig. 6.161(a)
shows the 1D correlation function as a function of the polar angle between the two pions.
We observe a structure caused by mixing events that have the primary vertex at different
positions. This effect is related to the length of a pixel in the SPD and can be explained as
follows (see Fig. 6.161(b)). The position of the point where the track crosses the detector is
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Figure 6.161. (a) Correlation function of the polar angle between two π+. (b) Schema of the effect
leading to the structure observed in (a). The rectangles represent the SPD pixels, the solid lines
the tracks from an event with primary vertex position at V1, and the dashed line the tracks from an
event with primary vertex position at V2. Pairs like 1–2 are relatively less efficiently reconstructed
than pairs like 1–2′. See text for details.
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Figure 6.162. Resolution of qinv, qo, qs and ql vs. (a) Kt and (b) qinv, for positive pions.

always assumed to be at the centre of a cluster. Since most of the clusters are composed of
only one pixel, the reconstructed coordinates correspond always to the centre of the pixels. As
a consequence, some values of ql are more probable than others. Therefore, it is necessary to
mix events with their z position of the primary vertex closer than half the width of a pixel, i.e.
225µm. In our analysis we group events according to the z vertex position, and only events
falling into a single bin were mixed. The width of the bin is 100µm which allow us to remove
the effect.

6.3.5.2. Two-track resolution. In this section we study the capability of our detector to
reconstruct the relative momentum of a pion pair. To do that, we calculate the distribution
of the difference between reconstructed and generated relative momentum and define the
resolution of the pair relative momentum as the r.m.s. of a Gaussian fit to this distribution.

Figures 6.162, 6.163, 6.164 and 6.165 show the resolution for qinv, qo, qs and ql vs. Kt and
qinv for pions, kaons, and protons. The numerical values for the resolution of pions are given
in Table 6.34(a). The resolution in qo sightly improves for very small values of qinv, while
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Figure 6.163. Resolution of qinv, qo, qs and ql vs. (a) Kt and (b) qinv, for positive kaons.
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Figure 6.164. Resolution of qinv, qo, qs and ql vs. (a) Kt and (b) qinv, for protons.
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Figure 6.165. qo resolution as a function of Kt for positive pions, charged kaons, and protons.
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Table 6.34. (a) Resolution of the relative momentum qinv and the three components of Eq for the
π+π+ system. (b) 2k∗ resolution for different particle systems (see text).

(a)

Kt range Resolution (r.m.s.) (MeV/c)

(MeV/c ) qinv qo qs ql

100< pt < 300 0.95 0.70 0.34 0.95
300< pt < 600 0.99 0.62 0.40 0.12
pt > 600 0.17 0.33 0.62 0.42

(b)

Particle system 2k
∗

(MeV/c )

π+π− 1.0
π+ K+ 1.4
π+ K− 1.4
π+p 1.7
π+

Ep 1.7
K+ K− 2.6
K+p 3.6
K+

Ep 3.4
K−p 3.5
K−

Ep 3.4

1) 2) 3) 4)
(a)
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Figure 6.166. (a) Four examples of clusters attributed to two tracks. Full circles are clusters
assigned to one track and open circles are clusters assigned to the other one. (1) FQuality = −0.5,
(2) and (3) FQuality = 1, and (4) FQuality = 0.25. (b) Normalized distribution of FQuality.

for the other components it does not depend on qinv. The resolution of 2k∗ for non-identical
systems is listed in Table 6.34(b). k∗ is the magnitude of the three momentum of either particle
in the pair rest frame.

6.3.5.3. Track splitting. A split track is a single particle reconstructed as two tracks. Split
tracks may strongly modify the correlation function since they will create fake pairs at
low relative momentum, where the HBT signal is located. To remove split tracks we have
implemented and tested the anti-splitting cut developed by the STAR Collaboration [446].
For every pair, a quantity called quality factor is calculated as follows:

FQuality =

∑Npad rows

n=1 A(n)∑
NClust

, (6.31)

where:

A(n)=


−1, if both tracks have a cluster on pad row n
0, if neither track has a cluster on pad row n
1, if only one track has a cluster on pad row n,

(6.32)

where Npad rows is the number of TPC pad rows and
∑

NClust is the total number of clusters
for both tracks. It can take values in the range (−0.5, 1). A value close to 1 describes a pair
of tracks that has a high probability of being formed by a split track. A value close to −0.5
indicates that the two tracks are most likely two particles, see Fig. 6.166(a).
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Figure 6.167. For negative pions, merging occurs more often for tracks with |qoqs| = qoqs than
with |qoqs| 6= qoqs.

However, this cut is not needed in our case because the tracking software already performs
a number of checks and removes all split tracks. In Fig. 6.166(b), the normalized distribution
of FQuality is shown. The STAR experiment rejects all pairs with a quality factor above 0.6.
In our case the fraction of pairs above this values is smaller than 1%. We do not observe any
artificial rise on the correlation function at small relative momentum when no cut is applied.

6.3.5.4. Track merging

Identical pions. A merged track is the reconstruction of two close particles as a single track.
As a consequence, in the HBT analysis, one observes a reduction in the number of pairs with
small relative momentum.

In the analysis, the presence of merging can be detected with a non-zero value of the
zero-th order Fourier coefficient, or Ros parameter, when fitting the 3D correlation function
for azimuthally symmetric events according to

C(qo, qs, ql)= 1 + λ exp(−q2
o R2

o − q2
s R2

s − q2
l R2

l − 2qoqs R2
os). (6.33)

Track merging introduces a deviation of Ros from 0 caused by the preferential merging of
track pairs with correlated transverse momenta qo and qs as shown in Fig. 6.167. In the case
of negative pions and with the indicated orientation of the magnetic field, there is a higher
degree of track merging when |qoqs| = qoqs than when |qoqs| 6= qoqs. For positive pions, or
opposite direction of the field, the condition is reversed. Figure 6.167 (left panel) shows the
2D correlation function of qo vs. qs. One can clearly see the correlation between merging and
the sign of qoqs.
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Figure 6.168. (a) qoqs correlation function (ql < 20 MeV). (b) Average separation in the TPC vs.
qinv correlation function for π+π+ pairs and pt < 500 MeV. No correlation effect was introduced
in the simulation.
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Figure 6.169. Extracted parameters as a function of the minimum required average separation in
the TPC for all π+π+ pairs entering the correlation function and pt < 500 MeV.

In order to remove the effects of merging, we calculate the average distance between the
two tracks in every pair as they traverse the TPC and we reject those pairs (in numerator and
denominator) with an average separation smaller than a given threshold. This average distance
is calculated at 10 equidistant radii (every 15 cm), starting from the inner radius of the TPC
(84.1 cm). In order to find the appropriate minimum value, the correlation function of qinv

vs. average separation is calculated. This correlation function is shown in the right panel of
Fig. 6.168 where one can clearly see a lack of pairs at low qinv and small average separation.
In the events from which this correlation function was calculated, no QS correlations were
introduced.

Figure 6.169 shows the values of the HBT parameters for different minimum average
separation for all pairs entering the correlation function. It can be seen in Ros that the cut
reduces the effect of merging but does not remove it completely.

Figure 6.170 shows the qo vs. qs correlation function (left panel) and its denominator
(right panel) with a minimum average separation of 6 cm for all pairs. While the effects of
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Figure 6.170. (a) π+π+ qoqs correlation function and (b) its denominator for pt < 500 MeV. No
correlation effect was simulated. Pairs of tracks with an average separation in the TPC below 6 cm
were rejected.
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Figure 6.171. Correlation function of the spatial separation at the innermost layer of the ITS when
no antimerging-cut is applied. Lines represent the isolines. No correlation effect was introduced in
the simulation.

merging are weaker than in Fig. 6.168, they are still prominent, caused by track reconstruction
inefficiencies in the ITS.

In order to study merging in the ITS, we construct a 3D correlation function: qinv vs.
spatial track separation in z and rϕ at a given ITS layer. The 2D projection of this correlation
function for the innermost layer is presented in Fig. 6.171. From this study we decided that,
in addition to the antimerging-cut in the TPC, a minimum value for z and rϕ in the ITS was
required. The best values for this cut are listed in Table 6.35.

After applying the cuts we verify that the correlation function is almost free from
merging effects. For a simulated correlation function with parameters Ro = Rs = Rl =

8 fm and λ= 1, the extracted parameters with a 3D fit to the reconstructed correlation
function are Ro = 7.89 ± 0.03 fm, Rs = 7.87 ± 0.02 fm, Rl = 7.89 ± 0.02 fm, Ros = −0.50 ±

0.23 fm2, λ= 0.923 ± 0.005, and χ2/ndf = 1.01, where the uncertainties are only statistical.
We also need to study how the extracted HBT parameters change with the anti-merging

cut strength. We define the threshold values listed in Table 6.35(a) as the base, and change
them by a multiplicative factor (0 means no cuts). The results are shown in Fig. 6.172. This



ALICE: Physics Performance Report, Volume II 1657

Table 6.35. Chosen values for the anti-merging cut in the ITS for (a) pt < 500 MeV and (b)
pt > 500 MeV for π+π+. These cuts need to be applied in addition to the one applied in the TPC.

(a)

Layer rϕ (mm) z (mm)

1 (SPD1) 1.5 2
2 (SPD2) 3 3
3 (SDD1) 6 8
4 (SDD2) 12 12
5 (SSD1) 15 15
6 (SSD2) 15 15

(b)

Layer rϕ (mm) z (mm)

1 (SPD1 cut 1) 0.75 1
1 (SPD1 cut 2) 0.45 3
1 (SPD1 cut 3) 1.2 0.6
2 (SPD2) 1.2 1.2
3 (SDD1 cut 1) 1 8
3 (SDD1 cut 2) 3 2
4 (SDD2) 5 6
5 (SSD1) 6 8
6 (SSD2) 6 8
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Figure 6.172. Extracted parameters as a function of the anti-merging cut strength for π+π+. Unity
corresponds to the set of cuts in the ITS listed in Table 6.35(a) and the minimum average separation
in the TPC equal to 6 cm.

figure indicates that these values are optimal because making them 50% weaker considerably
increases qos, and increasing them by about 50% significantly removes the signal, as seen in
the increasing error of qo. This figure also suggests that the discrepancies from the simulated
values are caused by the resolution and imperfect PID effects, which will be discussed in the
following subsection.

In order to estimate the systematic errors we study how the extracted parameters change
when we modify by about 50%:

1. all threshold values;
2. only the values at the innermost layer of ITS (SPD1);
3. the minimum average separation required in the TPC;
4. the threshold values in the ITS only in the z direction;
5. the threshold values in the ITS only in the rϕ direction.

None of them has a very strong influence on the obtained parameters. Their spread defines
the systematic errors and the resulting values are listed in Table 6.36.

Non-identical pions. The merging effect should not be present for opposite-charge particle
systems, because such particles are curved in opposite directions by the magnetic field.
However, it may happen that their trajectories cross inside the detector which leads to a lower
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Table 6.36. Systematic errors due to the antimerging cut for π+π+, defined as the spread of the
parameters when varying all the cut thresholds up to 50%.

pt (MeV) Ro (fm) Rs (fm) Rl (fm) R2
os(fm

2) λ

<500 0.04 0.03 0.03 0.25 0.025
>500 0.3 0.2 0.3 0.5 0.05
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Figure 6.173. (a) 2k∗ and (b) 2k∗
s 2k∗

l (for 2k∗
o > 0) correlation functions for π+π− and

pt < 500 MeV.

Table 6.37. Chosen values for the anti-merging cut in the ITS for opposite-charged pions and
pt < 500 MeV.

Layer rϕ (mm) z (mm)

1 (SPD1) 1 1.5
2 (SPD2) 1 1.5
3 (SDD1) 8 5
4 (SDD2) 8 5
5 (SSD1) 20 20
6 (SSD2) 20 20

reconstruction efficiency for such tracks and, as a consequence, to an artificial correlation.
Indeed, we observe such an effect.

In order to determine the level of merging for opposite-charged pairs, we calculate the 2k∗

correlation function for both, negative and positive 2k∗
s , which should be identical because

of symmetric constraints. Therefore, different shapes of these correlation functions would
indicate that there is merging.

Fig. 6.173(a) shows these two correlation functions. The effects of merging can only be
seen for pairs with 2k∗ > 0. The inefficiencies are related to the case when two tracks cross
an ITS layer too close to each other. Each of the ‘dips’ in Fig. 6.173(b) is associated with
merging at a given layer. The one at 2k∗ < 20 MeV is due to the SPD, the next two to the
SDD, and the last one to the SSD layer.

As in the π+π+ case, we have decided to apply a cut based on the calculated track
separation. In order to choose the threshold value, we construct the 3D correlation function
2k

∗

s vs. spatial track separation in z and rϕ at a given ITS layer. Table 6.37 lists the best values
for this cut.
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Figure 6.174. Pair probability (squares) and purity (circles) vs. qo, qs and ql for (a) π+π+

(b) K +K + and (c) pp. The plots are constructed by projecting 3D histograms (absolute values
of other variables < 20 MeV).

6.3.5.5. Pair purity. The accuracy of the PID depends on the proximity of other tracks.
Clusters can be shared between two tracks which decreases the quality of the dE/dx
measurement and makes the PID determination more difficult and less efficient.

The pair purity is defined as the ratio of the number of pairs with both particles correctly
identified to the number of all pairs. In the experimental data analysis, it cannot be directly
calculated, however, it can be estimated from the product of the two-particle PID probabili-
ties, which is further referred as the pair probability. Pair purity and pair probability for π+π+,
K+ K+ and pp systems as a function of qo, qs and ql are shown in Fig. 6.174. In almost all
cases the PID purity does not depend on any of the q variables. The very slight dependence
on qo for the case of pions is the consequence of the uneven contribution of particles with
different transverse momenta to each qo bin. The purity decreases as the contribution of pions
with large pt increases. The anti-merging cut also modifies the contamination at small relative
momentum. These effects are illustrated in Fig. 6.175, where the PID purity and pair proba-
bility are shown for two different ranges of pt. However, it is important to notice that all these
effects influence the purity of the numerator and of the denominator in exactly the same way.

In principle, the introduction of correlations by the weighting method could modify the
performance of the reconstruction. In order to exclude this possibility, we generated 500
events using the HBT processor after-burner described in Section 6.3.4 and the efficiencies
were indeed found to be compatible with the ones presented in Fig. 6.175.

6.3.5.6. Coulomb interaction and fitting procedure for like-sign pairs. As already discussed
in Section 6.3.3, Eq. (6.26) applies only if the sole cause of correlation is quantum statistics.
However, pions suffer long-range Coulomb interaction on their way from the source to the
detector, which for like-sign (unlike-sign) particles causes a suppression (enhancement) of the
measured correlation function at low q . These particles also feel the total electric charge of
the source from which they are emitted. In addition there is also a strong interaction between
the outgoing particles. These FSI will affect the correlation function and need to be taken into
account in order to isolate the QS interference effects.

In the case of like-charged pions, the only case that will be discussed here, only Coulomb
interaction between the outgoing particles plays an important role. The distortion arising from
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Figure 6.175. Pair probability (squares) and purity (circles) vs. qo, qs and ql for π+π+ with pt’s (a)
< 500 MeV and (b) > 500 MeV. The plots are constructed by projecting 3D histograms (absolute
values of the other variables < 20 MeV). Anti-merging cuts were applied.

the strong interaction between these particles is negligible. A repulsive s-wave interaction
exists for the I = 2 ππ system. However, the range of the interaction is estimated to be
∼0.2 fm [474], and there are no doubly charged mesonic resonances that could decay into
like-charged pions. For this reason the strong interaction will be ignored in this analysis. Also
the interaction between the outgoing particles and the positively charged source was found to
be very small and it decreases as the collision energy becomes ultrarelativitic [475, 476].

The mutual Coulomb interaction between the particles of a pair has to be taken into
account when extracting the source parameters. Several methods exist, we describe here the
one first suggested by Bowler [477] and Sinyukov [438]. The correlation function is fitted to

C(qo, qs, ql)= (1 − λ)+ λKcoul(qinv)(1 + exp(−q2
o R2

o − q2
l R2

l − q2
l R2

l )), (6.34)

where Kcoul(qinv) is the squared Coulomb wave function integrated over the whole
source [424, 477]. The values for this Coulomb factor have to be tabulated according to the
source size and the particle mass. Assuming that λ is the fraction of primary pions, the first
term on the right-hand side of Eq. (6.34) accounts for the pairs that do not interact and the
second term for the ones that (Coulomb and Bose–Einstein) interact.

6.3.5.7. Single-particle momentum-resolution correction. The finite, single-particle momen-
tum resolution induces a broadening of the correlation function and therefore an underestima-
tion of the HBT parameters. To account for momentum resolution we have implemented the
following correction procedure, which has been developed by the STAR Collaboration [446].
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Figure 6.176. Single-particle momentum resolution in terms of (a) δpt/pt, (b) δθ , and (c) δϕ as a
function of the transverse momentum.

Each measured correlation function, C(qmeas), is multiplied by a correction factor given by
C(qideal)/C(qsmeared):

C(q)= C(qmeas)
C(qideal)

C(qsmeared)
=

N (qmeas)

D(qmeas)

N (qideal)/D(qideal)

N (qsmeared)/D(qsmeared)
, (6.35)

where C(qideal) and C(qsmeared) are formed as follows. Numerator and denominator of C(qideal)

are filled with pairs of pions coming from different events (i.e. with no correlation) but each
pair entering the numerator is weighted according to some correlation model, a Gaussian in
our case. C(qsmeared) is filled in the same way but in this case the momentum of the particles
in every pair has been smeared according to the resolution of the detector in terms of the
transverse momentum (δpt/pt), of the azimuthal angle of the particle (δϕ), and of the angle
between the particle and the beam axis (δθ ). The resolution of these variables is shown in
Fig. 6.176 as a function of pt.

This correction procedure is iterative and converges quickly. The starting values of
the parameters are obtained from the fit without correction. The change on the parameters
extracted from the fit in consecutive iterations is shown in Tables 6.38 and 6.39.

The most affected parameter is Ro, especially at high momentum. This can be explained
by the fact that this component depends linearly on the transverse momentum and its
resolution gets worse with increasing pt.
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Table 6.38. Parameters obtained after resolution correction for different iterations, for pt <

500 MeV.

Iteration No. Ro (fm) Rs (fm) Rl (fm) R2
os (fm

2) λ

0 7.90 ± 0.03 7.87 ± 0.02 7.89 ± 0.02 −0.51 ± 0.23 0.923 ± 0.005
1 8.03 ± 0.06 7.88 ± 0.05 7.90 ± 0.05 −0.62 ± 0.51 0.941 ± 0.012
2 8.03 ± 0.03 7.89 ± 0.03 7.91 ± 0.03 −0.63 ± 0.27 0.942 ± 0.006

Table 6.39. Parameters obtained after resolution correction for different iterations, for
pt > 500 MeV.

Iteration No. Ro (fm) Rs (fm) Rl (fm) R2
os (fm

2) λ

0 7.63 ± 0.13 7.78 ± 0.10 7.85 ± 0.10 −0.42 ± 0.85 0.891 ± 0.024
1 7.98 ± 0.16 7.75 ± 0.12 7.85 ± 0.12 −0.51 ± 1.04 0.925 ± 0.030
2 8.03 ± 0.16 7.75 ± 0.12 7.85 ± 0.12 −0.52 ± 1.05 0.928 ± 0.030
3 8.03 ± 0.16 7.75 ± 0.12 7.85 ± 0.12 −0.52 ± 1.04 0.928 ± 0.030

Table 6.40. Parameters obtained before and after PID correction is applied, pt < 500 MeV.

Ro (fm) Rs (fm) Rl (fm) R2
os (fm

2) λ

Low pt no corr. 8.03 ± 0.03 7.89 ± 0.03 7.91 ± 0.03 −0.63 ± 0.27 0.942 ± 0.006
Low pt corrected 8.03 ± 0.03 7.89 ± 0.03 7.91 ± 0.03 −0.62 ± 0.28 0.947 ± 0.006

High pt no corr. 8.03 ± 0.16 7.75 ± 0.12 7.85 ± 0.12 −0.52 ± 1.04 0.928 ± 0.030
High pt corrected 8.04 ± 0.16 7.73 ± 0.12 7.85 ± 0.12 −0.54 ± 1.08 0.958 ± 0.032

6.3.5.8. Particle-identification correction. The shape of the correlation function may also
be influenced by incorrect particle identification. To account for this, the correlation function
C(q) can be corrected in the following way,

C(q)pid−corrected =
C(q)− 1

P I D(q)
+ 1, (6.36)

where PI D(q) is the PID purity function and is calculated by dividing the numerator of the
correlation function, weighted pair by pair by the pair probability, by the numerator itself.
This gives the average PID probability in each bin of a correlation function.

We find (see Table 6.40) that the correction has almost no influence on the reconstructed
parameters, only the λ parameter increases by about 2%. The correction made with the real
purity gives very similar results. It was also verified that the correlation function constructed
with correctly identified pions only gives very similar results.

6.3.5.9. Correlation functions. All the procedures for cuts and corrections described in this
Section are implemented in the AliRoot framework. We use them to calculate the π+π+ and
π+π− correlation functions for the most central events from the data produced during phase 1
of the PDC04. In this Section we present the results from this analysis. The input parameters
for the simulation were Ro = Rs = Rl = 8 fm and λ= 1.

π+π+. After applying all required cuts and corrections previously discussed, we obtain the
π+π+ correlation function from reconstructed events shown in Fig. 6.177 for pt < 500 MeV.
For comparison, we have also included in the figure the correlation function calculated from
generated events with no correlation effects introduced, the one calculated from generated
events with correlation effects included, as well as the one calculated with reconstructed
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Figure 6.177. Projections of the 3D π+π+ correlation function on qo (top), qs (centre), and ql
(bottom) for pt < 500 MeV. Up-pointing triangles represent the reconstructed correlation function,
squares the one constructed with correctly identified particles, dots the one from the generated
momenta and perfect PID, and down-pointing triangles the one without simulated Bose–Einstein
effect.

particles but with perfect PID. One observes that the shape of the reconstructed correlation
function is very close to the generated one, and that the PID impurities have a small influence.
The extracted parameters are Ro = 8.03 ± 0.03 fm, Rs = 7.88 ± 0.03 fm, Rl = 7.90 ± 0.03 fm
and λ= 0.947 ± 0.006, where the uncertainties are only statistical. The non-Gaussian shape,
or flatness at q ∼ 0, of the projections is produced by the anti-merging cut, which removes
mostly pairs with small relative momentum.

For pt > 500 MeV, the extracted parameters are Ro = 8.14 ± 0.23 fm, Rs = 7.90 ±

0.17 fm, Rl = 8.14 ± 0.17 fm and λ= 0.942 ± 0.043. The remaining discrepancies of the
reconstructed parameters are related to the resolution effects.
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Figure 6.178. Extracted parameters as a function of the simulated parameters for π+π+,
pt < 500 MeV.
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Figure 6.179. Extracted parameters as a function of the simulated parameters for π+π+, pt >

500 MeV.

We have also checked that ALICE is able to reconstruct HBT parameters up to 15 fm (see
Figs. 6.178 and 6.179). For higher values of the simulated parameters, the fits do not converge.

π+π−. To study an example of non-identical correlation function, we have calculated
the π+π− case using a simulated radius parameter of 8 fm and a simulated time shift of
5 fm. We do not expect to observe any time shift in the experimental data in this analysis.
However, since the insufficient statistics does not allow us to study the pion–kaon nor the
pion–proton system, we decided to study this unphysical example. To fit these correlation
functions we use CorrFit [478], which provides a way to fit arbitrary non-identical two-
particle correlation functions using the knowledge of the interaction between the two particles.
The fitted function is shown in Fig. 6.180. The extracted parameters are R = 7.99 ± 0.2 fm
and 1t = 4.3 ± 0.2 fm/c. The statistical errors can be extracted from the χ2/ndf map. The
systematical uncertainties are derived from the change of the reconstructed parameters as one
varies the threshold values of the cuts. We find them to be ∼0.1 and ∼0.2 fm for radius and
time, respectively.
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Figure 6.180. (a) Fitted π+π− correlation function and (b) χ2/ndf map of the fit.

Table 6.41. Expected resolution for each of the components of the momentum for the KK and pp
systems.

Resolution (r.m.s.) (MeV/c)

qinv qo qs ql

K+ K+ 4.2 9.5 0.5 2.3
K0

s K0
s 4.0 7.8 3.9 3.4

pp 8.0 13.0 0.7 4.3

6.3.6. Other potential analyses and particular aspects of momentum correlation analyses

6.3.6.1. Two-kaon and two-proton momentum correlations. The limited number of available
events has not allowed us to do a detailed analysis of the K +K + and proton-proton systems.
Table 6.41 gives the expected resolution for each of the components of the momentum in
those two systems as given in the ALICE Technical Proposal [33].

6.3.6.2. Momentum correlations in proton–proton collisions. The expected sizes in pp
collisions are of the order of 1–2 fm. Therefore, the correlation function is much wider than
the one from Pb–Pb reactions. This, together with the small track density, makes, in principle,
the momentum correlation analysis easier in pp than in heavy-ion collisions. In order to
study the capabilities of our detection system to do a momentum correlation analysis in pp
collisions, we generated events with correlation parameters R = 1 fm, λ= 1 and no final-state
interactions.

In pp collisions, other correlations than the ones due to QS and FSI are usually
pronounced. One of the main correlations comes from the fact that a substantial fraction of
the particles is produced inside jets. To minimize the effects of these particles, one usually
uses a reference distribution constructed with opposite-sign pairs (i.e. π+π− in the case of
π+π+ correlations), or the Stavinskiy procedure [479]. Unfortunately, none of these methods
completely removes the effects. The former one is influenced by resonance decays and by the
Coulomb interaction; the latter one is effective only in the case of dijet events. However, these
effects are more pronounced in the low-multiplicity events and at high momentum. In order to
minimize the problem, we consider only events with at least five charged tracks reconstructed.

Figure 6.181 shows the projections of the 3D π+π+ correlation function. The same
anti-merging cuts as for the low-momentum pions in Pb–Pb collisions have been applied
although the effects of merging are smaller than in heavy-ion collisions because of the
smaller multiplicity. However, we observe that the event generator PYTHIA introduces new,



1666 ALICE Collaboration

 [GeV/c]oq
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
o

C
(q

0.9
1

1.1
1.2
1.3
1.4
1.5
1.6
1.7 Correl. Fctns

Theoretical

Perfect PID

Reconstructed

No Correl. Effect

[GeV/c]sq
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
s

C
(q

1
1.1
1.2
1.3
1.4
1.5
1.6
1.7 Correl. Fctns

Theoretical

Perfect PID

Reconstructed

No Correl. Effect

[GeV/c]
l

q
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

) l
C

(q

0.8

1

1.2

1.4

1.6
Correl. Fctns

Theoretical

Perfect PID

Reconstructed

No Correl. Effect

Figure 6.181. Projections of the π+π+ correlation function in pp collisions for other components
smaller then 100 MeV.

Table 6.42. Reconstructed π+π+ radii in pp collisions. ‘Anti-merging corr.’ means anti-merging,
PID and resolution corrected. ‘Corrected’ means that the non-QS correlations present in PYTHIA
events were removed, see text for details.

Ro (fm) Rs (fm) Rl (fm) Ros (fm2) λ

No cuts 0.86 ± 0.03 1.00 ± 0.02 1.03 ± 0.02 0.10 ± 0.05 0.937 ± 0.017
Anti-merging 0.90 ± 0.03 0.98 ± 0.02 1.00 ± 0.02 0.07 ± 0.05 0.943 ± 0.019
Anti-merging corr. 0.89 ± 0.07 0.96 ± 0.05 0.99 ± 0.04 0.08 ± 0.12 0.949 ± 0.050
Corrected 0.96 ± 0.04 0.97 ± 0.03 0.97 ± 0.02 0.00 ± 0.07 0.908 ± 0.025

non-QS correlations. In order to remove these correlations, we divide the distributions in the
reconstructed correlation function by the ones from the simulated events without correlations.
The extracted parameters are listed in Table 6.42. In order to account for the momentum
resolution, the same correction procedure used in the Pb–Pb analysis has been applied here;
however, it has no influence in the reconstructed parameters.

We have observed that, in general, the reconstructed parameters are not sensitive to
changes in the different cut thresholds, thus implying that the systematic uncertainties from
this source are small. However, the influence of Coulomb and strong FSI are larger than in
heavy-ion reactions and need to be well understood.

6.3.6.3. Single-event interferometry in heavy-ion collisions. The analysis of correlation
functions for single events is an important subject in order to understand fluctuations. This was
practically impossible so far, including at RHIC, because of the lack of sufficient particle pairs
in single events. Besides overall multiplicity, effective acceptance and the track reconstruction
efficiency at small relative momentum are relevant for this analysis.
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Figure 6.182. Examples of single-event correlation functions for different number of
reconstructed pions. Bottom-right: the distribution of the reconstructed radii.

For a simulated Gaussian source with R = 8 fm, λ= 1 and using only tracks
reconstructed in the TPC, we obtain the correlation functions for different number of
reconstructed pions as shown in Fig. 6.182. Positive and negative pions have been added
in order to increase statistics.

The distribution of the extracted parameter R is shown on the bottom-left panel. From
a Gaussian fit to this distribution we get a mean of 7.59 ± 0.02 fm and σ = 0.63 ± 0.02 fm.
The systematic shift of the mean value can be explained by merging effects and detector
resolution. The results indicate that single-event interferometry in ALICE may for the first
time be sensitive enough to study source fluctuations.

6.3.6.4. Direct-photon interferometry measurements with PHOS. In contrast to hadrons,
direct photons are emitted at all stages of the collision evolution, and they keep information
even about the earliest and hottest stage of the collision. Therefore, measurement of
Bose–Einstein correlations of direct photons gives the unique possibility to explore directly
the space–time sizes and dynamics of the system in the first stages of the evolution.

Theoretical considerations of direct-photon correlations in heavy-ion collisions [480–484]
predict that at LHC energies, direct photons emitted from the hadron gas contribute predom-
inantly to the pt region up to ∼1–2 GeV, photons emitted from the QGP phase contribute to
the pt region 1–2. pt . 3–5 GeV, and photons with larger transverse momentum come from
the hard collisions in the pre-equilibrium phase. Therefore, by looking at different pt regions,
one gets information about different stages of the collision: pre-equilibrium, hot QGP phase,
and cooler hadronic gas phase.

Besides providing information about the space–time dimensions of the collision region,
the strength of the two-photon correlation can be used to obtain an independent estimate of
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the yield of direct photons which can be compared to the results of the conventional statistical
methods.

We investigate the possibility of measuring direct-photon correlations with the
PHOS detector, and we estimate the accessible pt region for such analysis. It was
estimated [480–484], that direct photons are only a few per cent (5–20%, depending on pt)
of the total photon yield in the interesting region of pt, so that extraction of direct photon
correlations is a very difficult task. One can expect the correlation strength to be on the
level of 10−3–10−2, which requires detailed simulations of the detector response and of the
possible physical background. Another important parameter is the width of the two-photon
correlation. The HBT radius reaches 6 fm at small Kt ∼ 100 MeV and decreases down to
1–2 fm at Kt ∼ 5 GeV [480–484].

If the source size is of the order of 5 fm or larger, the two-photon correlation appears
at q < 50 MeV. If we consider photons with an energy of 1 GeV and above, then the
opening angle between photons would be as small as qinv/Kt ≈ L12/R, where qinv ∼50 MeV,
Kt ∼1000 MeV, L12 (distance between photons in the PHOS plane) ∼20 cm, and R (distance
from interaction point to PHOS) = 460 cm. This implies that photons closer than 20 cm are
important for the analysis. At such small distances, clusters can overlap and their position and
energy may be modified in the process of unfolding.

In order to be able to unfold clusters they should be at a distance >2.5 cm (1 crystal
unit) and the distance at which two clusters can be unfolded increases with the energy of
the unfolded clusters. The first distance is defined by the requirement that two local maxima,
which are seeds for unfolding procedure, are separated at least by one crystal unit. The second
distance is defined by the size of the cluster, which increases logarithmically with the energy
of the cluster. We find that the mean difference between the simulated and the measured
relative distances is of the order of 1–2% for relative distances larger than 4–5 cm.

We also need to study the change on the energy of a cluster during the unfolding
procedure. We are interested mainly in photons with similar momenta. No change is found
in the energy of unfolded and well separated clusters down to relative distances L12 ≈ 5 cm,
while for closer clusters the reconstructed energy appears to be slightly larger (0.5–1%) than
that of well separated clusters. Therefore, one should not expect serious distortions on the
two-photon correlation function at relative distances between photons in PHOS larger than
5 cm.

The next step is to estimate the resolution of the pair relative momentum as we did for
pions. To do that, we simulate the response of the PHOS for various ranges of the photon-
pair relative momentum, and for each Kt range we construct a two-dimensional histogram,
simulated relative momentum vs. reconstructed one. We find a linear dependence of the mean
of the simulated relative momentum with the mean of the reconstructed one. Figure 6.183
shows the resolution for qinv and for qo.

In both cases, we fit the dependence of the resolution on momentum to the functional
form

σ = q

√
a2 +

b2

q
+

c2

q2
, (6.37)

and the values of the parameters a, b, and c are shown on Fig. 6.183. For the case of
qinv, the momentum resolution is as small as a few MeV for the interesting region of qinv.
The resolution of qo is on the level of 10–15 MeV, comparable with the expected width of
correlation function, which implies that the uncertainty on Ro will be larger.

Up to now we have considered only clusters generated by photons. However, in a real
event, a lot of other particles reach the PHOS detector. Especially problematic are antineutrons
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Figure 6.183. Relative resolution of qinv (left) and of qo (right).

and antiprotons because when they annihilate in the PHOS, they produce clusters of compli-
cated shapes which could have several local maxima that could be unfolded during the recon-
struction process and can produce several reconstructed particles. To simulate the response
of the PHOS to neutrons, antineutrons, protons, and antiprotons we generate a set of events
with one such particle per event with transverse momentum as predicted by HIJING 1.36 for
central Pb–Pb collision at LHC. We then calculate the number of fake pairs per event, and we
find that their contribution is 1–2 orders of magnitude smaller than that of direct photons.

In order to study how clusters coming from the photon conversion between the interaction
point and the PHOS detector and how residual correlations from decays of heavier resonances
affect the correlation function, we compare the measured and simulated correlation functions
and find that they agree for qinv > 15 MeV at 0.7< Kt < 1 GeV and for qinv > 25 MeV at
1< Kt < 2 GeV. Therefore, these contributions should be accurately calculated.

In this analysis we have estimated the possibility of measuring Bose–Einstein correlations
of direct photons in Pb–Pb collisions with the PHOS spectrometer. The distortions on the
correlation function caused by the reconstruction procedure appear only at small relative
momentum, qinv < 0.02Kt, which is close to the physical limit of the PHOS, defined by
the size of the crystal: qphys

inv < 0.01Kt. The resolution of PHOS in measuring relative
momentum is good for qinv, qs and ql, while for qo it is comparable with the expected
width of the correlation function. The distortion of the two-photon correlation function in
a high multiplicity environment at small relative momentum increases only slightly with
increasing multiplicity. We have therefore demonstrated the possibility of measuring two-
photon correlation functions up to Kt ∼3 GeV in central Pb–Pb collisions.

6.3.6.5. Influence of hard processes on particle correlations. At LHC energies hard
processes will give an important contribution to the overall particle spectrum produced in
Pb–Pb collisions. They will affect not only the high-energy part of the spectra but also the
soft part where the fragmentation products appear. Since the space–time evolution of jet
hadronization will in general be different from the kinetic freeze-out of the soft hadrons,
correlations introduced by jet fragments will influence the measured HBT parameters [485].
Correlations can arise from:

• pairs of particles from a single jet, which will reflect the dimension of the region where the
jet fragmented;

• pairs of particles from different jets;
• pairs where both particles belong to the decoupling of the thermal fireball;
• pairs where one particle comes from the thermal fireball and the other one from jet

fragmentation.
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The correlation patterns will be sensitive to the relative importance of the various
components listed above as well as to the details of the evolution of the system (e.g. jet
quenching will result in a ‘doughnut’ type source of particles whose dimensions and detailed
shape will reflect the intensity of the quenching and the energy repartition of the jets, since we
know that higher energy jets hadronize further from the initial hard scattering than low-energy
jets).

It has been shown in Ref. [485] that the correlation function may exhibit quite
characteristic structures at large momentum differences beyond the main peak at q = 0.
Therefore it will be important to extend the measurement and analysis of momentum
correlations to large momentum differences.

Although the present calculations using a yield of 100 jets per event with total transverse
energy greater then 5 GeV in the ALICE central barrel acceptance (|η|< 0.9) show that
the effect becomes visible only for particles above 1 GeV/c, the possible importance of the
phenomena at lower transverse momenta cannot be excluded.

The radii measured in pp reactions exhibit no dependence on the collision energy. On
the other hand, they strongly increase with the particle multiplicity [486, 487]. The observed
behaviour may be related to the details of the hadronization of jets. We know that the point of
hadronization of a jet and the point of the initial parton–parton hard scattering do not coincide.
Numerical estimates for the time-scale of hadronization vary significantly [488–490], but
owing to the Lorentz boost to the laboratory frame, they are proportional to the energy,
Lhadr ∼ O(1)Et [491]. On the other hand, the energy spectrum of the emitted jets is correlated
to the charged-particle multiplicity of the events. Hence, if we assume that the hadronization
occurs at different distances from the initial hard scattering, depending on the energy of the
jet, we can expect that this effect will result in a variation of the measured HBT parameters
without implying the presence of a thermalized medium as in the heavy-ion description of
the effect. A simple model [275] successfully reproduces the measured correlations assuming
that:

1. The distribution of the hadronization points along the jet axis is Gaussian. Its mean and
dispersion depend on the energy of emitted partons.

2. The distance between the hadronization point and the jet axis has a Gaussian distribution.
Its dispersion is also proportional to the energy of the emitted partons. Moreover, it is
a function of the position along the jet axis, so it is the largest at the point where the
distribution along the jet has the maximum value.

3. The underlying event particles create a source with a three-dimensional Gaussian
distribution centred around the point of collision.

The correlation function takes non-trivial shapes, which can be approximately fitted with
a double Gaussian form. This behaviour is more pronounced as dN/dη increases, which is
also observed in the experimental data.

The proposed model implies that this kind of measurement may offer insight on the
space–time evolution of hadronization. One-dimensional analysis prohibits the drawing of
any unambiguous conclusions within the model. However, the expected number of events in
ALICE will offer the possibility to perform 3D analysis of the momentum correlations and
hence collect more precise information.

6.3.7. Conclusion. The necessary software tools for the momentum correlation analysis in
ALICE have been developed, and are integrated within the AliRoot framework.

We have presented a detailed analysis of the experimental effects on the correlation
function. These effects need to be minimized in order to reduce the systematic uncertainties
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of the final results, since the statistical errors will be very small in most cases. These effects
are well understood and the appropriate tools to remove them have been developed and
implemented.

The procedure for the two-pion correlation analysis in Pb–Pb collisions has been shown.
This procedure will be the basis for most of the HBT analyses. We have also shown that
ALICE is able to reconstruct pion HBT parameters up to 15 fm, about a factor of two larger
than the predicted parameters for LHC energies.

We have given an overview of potential analyses that ALICE will be able to perform,
some of which will be done for the first time, opening a window to study new aspects of
momentum correlations and of the space–time evolution of the system.

6.4. Flow

Flow is an ever-present phenomenon in nucleus–nucleus collisions, from low-energy fixed-
target reactions below 100 A MeV at GANIL or MSU up to

√
sNN = 200 GeV collisions at

RHIC, and is expected to be observed at the LHC. Flow is a collective expansion of bulk
matter exhibiting various possible patterns: there can be an isotropic expansion as well as, in
non-central collisions, a non-isotropic component. Note that the generic term ‘flow’ should
be understood as a phenomenological description of the expansion, without any reference
to a specific theoretical interpretation. In particular, the notion of flow does not necessarily
imply any hydrodynamic behaviour, although the underlying physics is conveniently pictured
in terms of pressure gradients. It is also important to realize that flow refers to a collective
phenomenon which affects all (or almost all) particles in a given event. In that sense, it signals
the presence of multiple interactions between the outgoing particles which contribute to the
appearance of an overall pattern. This should be contrasted to nucleon–nucleon collisions
where such effects are absent.

Depending on collision energy, flow does reflect different collective aspects of the
interacting medium. At low energies, where relatively few new particles are created, flow
effects are mostly caused by the nucleons from the incoming nuclei so that their theoretical
interpretation relies on notions like the compressibility of nuclear matter or the competition
between two-body interactions and mean field effects [492–494]. At high energies the number
of newly created particles is so large that it is their behaviour which dominates the observable
flow effects. The primordial nucleons are expected to make only minor contributions
to the dynamical processes inside the reaction volume, in particular in the region near
mid-rapidity.

The usual theoretical tools to describe flow in that regime are hydrodynamic or
microscopic transport (cascade) approaches. Flow depends in the latter models on the
interaction cross sections, be it partonic or hadronic. Hydrodynamics, on the other hand,
is valid only when the mean free path of particles is much smaller than the system size
and relies on a description of the system in terms of macroscopic quantities. This gives a
handle on the equation of state of the flowing medium and, in particular, on the value of
the sound velocity [495]. In both types of models it may be possible to deduce from a flow
measurement whether it originates from partonic or hadronic matter or from the hadronization
process [496–498].

In the following subsections we introduce the possible different patterns of collective
flow (radial or anisotropic). We then present the various methods devised for the experimental
measurement of anisotropic flow. Next, we briefly review the experimental results at
SPS and RHIC energies. Finally, we present the experimental potential of the ALICE
detector [499].
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Figure 6.184. Illustration of the three most common flow phenomena.

6.4.1. Radial flow. In central collisions between spherical nuclei, the initial state is
symmetric in azimuth (see Fig. 6.184(a)). This implies that the azimuthal distribution of
the final state particles is isotropic as well. Under such conditions, any pressure gradient
will cause an azimuthally symmetric collective flow of the outgoing particles which we call
radial flow. The relevant observables to study such effects are the transverse momentum
distributions of the various particle species. For a given particle type, the random thermal
motion is superimposed onto the collective radial flow velocity which may or may not depend
on space and time. Correspondingly, the invariant transverse-momentum distribution of a
specific particle type depends on the temperature at freeze-out, the particle mass and the
velocity profile in space–time [286, 500]. Furthermore, particles originating from resonance
decays may follow different trends and thereby introduce modifications of the spectral shapes.
The analysis of transverse momentum spectra in terms of temperature and transverse velocity
is presented in Section 6.2.

6.4.2. Anisotropic flow. In the previous subsection we have discussed central
nucleus–nucleus collisions. In this section, we focus on non-central collisions where the pres-
sure gradients will, in general, not be azimuthally symmetric. The impact parameter b defines
a direction in the plane perpendicular to the beam, relative to which the net pressure gradients
may be probed (Fig. 6.185). These pressure gradients establish a correlation between con-
figuration and momentum space. The initial anisotropy in the transverse configuration space
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Figure 6.185. Definition of the coordinate system.

translates into an anisotropy of the transverse momentum distributions of outgoing particles,
which is referred to as anisotropic flow. The anisotropic flow pattern depends on the collision
energy, the phase-space region under consideration (rapidity, transverse momentum) and on
the particle species.

The dominating flow pattern at low energies arises from a build-up of the pressure
between the two nuclei. In such a case, the flow of the nucleons from the projectile nuclei
must have its maximum in the reaction plane, the plane determined by the impact parameter
and the beam axis. Furthermore, the flow of particles originating from one of the nuclei is
equal in magnitude but opposite to the flow of particles from the other nucleus. This kind
of collective motion is called directed flow (see Fig. 6.184(c)). In fixed-target experiments
the directed flow of the projectile remnants is defined as positive. In collider experiments
it is desirable to adopt an equally arbitrary (but consistent) convention that directed flow of
forward -going nucleons is taken to be positive. Directed flow can be large at low energies
but the velocity of the incoming nuclei at ultra-relativistic energies is such that most of the
available energy flows in the longitudinal direction rather than in the transverse plane. As a
result, the directed flow is significantly reduced at high energies.

At ultra-relativistic energies most of the particles are produced in the interaction volume
and can exhibit additional flow patterns. The momentum tensor of these particles can be
visualized in the transverse plane as an ellipse with the principal axis either parallel or
perpendicular to the reaction plane (see Fig. 6.184(b)). The corresponding dominant flow
pattern is called elliptic flow.

A convenient way of characterizing the various patterns of anisotropic flow is to use a
Fourier expansion of the triple differential invariant distributions [501]:

E
d3 N

d3p
=

1

2π

d2 N

pt dpt dy

{
1 + 2

+∞∑
n=1

vn(pt, y) cos[n(ϕ−9R)]

}
, (6.38)

where ϕ and 9R are the particle and reaction-plane azimuths in the laboratory frame,
respectively. The sine terms in such an expansion vanish due to reflection symmetry with
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respect to the reaction plane. The Fourier coefficients in Eq. (6.38) are given by

vn(pt, y)= 〈cos[n(ϕ−9R)]〉, (6.39)

where the angular brackets denote an average over the particles in the (pt, y) bin under study.
These Fourier coefficients also depend on the particle type. With this parametrization, directed
(elliptic) flow is quantified by the first (second) harmonic parameter v1 (v2). Flow analysis
in ALICE should be able to yield, or at least set upper bounds on, the values of the next
even coefficients v4, v6, v8, in several windows of pt and y. Various methods can be used
to estimate the vn coefficients, as described in the next subsection. In the following, we use
azimuths measured in the laboratory frame instead of with respect to the reaction plane.

6.4.3. Methods of anisotropic flow measurement. The importance of obtaining accurate
measurements of anisotropic flow has led to the development of a wealth of analysis methods,
each of which has its advantages and limitations. In this subsection, we shall briefly review
these methods. The first procedure includes an estimate, event-by-event, of the true reaction
plane (the ‘event-plane’). The flow coefficients are determined by correlating the azimuths
of the outgoing particles with that event-plane, Section 6.4.3.1. A less intuitive approach,
which does not require any approximation of the reaction plane but allows a much easier
handling of detector inefficiencies, is described in Section 6.4.3.2. Finally, we shall discuss
two new methods that use a more contrived mathematical apparatus than the previous two but
remedy some of the limitations of the two-particle correlation methods, Section 6.4.3.3. In
Section 6.4.3.4 we present a short comparison of the methods.

Let us, however, first introduce an important distinction: throughout this Section we shall
emphasize the difference between the actual flow value vn , as would be obtained from an
ideal measurement or a theoretical calculation, and flow estimates which are the outcomes
of a given analysis procedure aiming at measuring vn . These flow estimates will be denoted
by vn{...}, where the label between curly brackets stands for the specific method used to
derive the estimate. We shall see in the following discussions that the different estimates of an
identical flow value may differ from each other, as well as from the true vn . This is either
because of a bias from physical effects unrelated to anisotropic flow (‘non-flow effects’)
or because of features of the flow signal itself. Improved understanding of these possible
discrepancies between estimates and actual flow values represents an important progress made
in the past few years; it is now clear that much can be learned from using different methods
of measurement and comparing the results.

6.4.3.1. Event-plane based methods of flow analysis

Determination of the event plane. Since anisotropic flow is a correlation between the
direction of outgoing particles and the direction of the impact parameter in the event, as is
expressed mathematically in Eq. (6.39), it seems most natural to study flow by reconstructing
the reaction plane. Accordingly, the first methods developed proceed by first determining
in each event an estimate of the reaction plane, the so-called event plane, whose azimuth
we shall denote by 8R . It should be noted that even in the most favorable case 8R differs
from the reaction-plane azimuth 9R , the difference between both angles being only known
on a statistical basis. For an apparatus with large azimuthal coverage the uncertainty on
8R −9R depends not so much on the angular resolution of the apparatus as on the magnitude
of the flow and on the number of the observed particles (and possibly their momenta, if
measured). This means that experiments which do not measure the remnants of the nuclei
or have their acceptance constrained to the central rapidity region may have difficulties



ALICE: Physics Performance Report, Volume II 1675

determining the event plane corresponding to directed flow, which is weak within their phase-
space coverage. (Correspondingly, measuring v1 is a complicated task for such experiments.)
In these conditions, it is still possible to determine a preferred direction in the event, namely
the direction of the principal axes of the momentum-tensor ellipse, provided that the elliptic
flow is sizable.

When a sizable amount of directed flow is present, a straightforward method for the
determination of the event plane was devised by Danielewicz and Odyniec in 1985 for low-
energy nuclear collisions [502]. Here the vector sum of all (or some selection of) the particles
is computed separately in the forward and backward hemispheres, which gives experimental
measures of the event-plane azimuth 8R . The generalization to cases where only elliptic flow
is present was introduced in Refs. [495, 503, 504] and further extended in Refs. [143, 505].
In this way one can define an event flow vector Qn for each harmonic n = 1, 2, . . . of the
anisotropic flow

Qx ≡

∑
i

wi cos(nϕi )≡ Qn cos(n8R), (6.40)

Q y ≡

∑
i

wi sin(nϕi )≡ Qn sin(n8R), (6.41)

where the sums run over the particles used for the event-plane determination. The wi are
weights which are selected so as to ensure a maximum resolution [506] (see also Ref. [507]).
The event-plane azimuthal angle8R can be derived modulo 2π/n from Eqs. (6.40) and (6.41).

As long as the colliding nuclei are not polarized, any ensemble of events should have
randomly distributed azimuthal angles of the reaction planes. This provides a useful check of
detection and analysis biases: the reconstructed event planes (and also the inclusive particle
distributions) must be randomly oriented in azimuth. A straightforward detector-induced bias
is a non-uniform azimuthal coverage which can easily be corrected for as long as the non-
uniformities are small. Procedures aiming at flattening the event-plane azimuthal distribution
can be found in Refs. [139, 143]. This procedure corrects for acceptance and for possible track
density effects (inefficiencies) if they do not depend on the reaction-plane angle.

Correlating particle azimuths with the event plane: standard method. The standard
method [143, 505] correlates the azimuthal angles ϕ of the particles with an estimated event
plane to obtain the coefficients of a Fourier expansion Eq. (6.38) in the plane transverse to the
beam. Technically, one computes the average 〈cos[p(ϕ−8R)]〉 over the particles (possibly
of a given type and with definite transverse momenta and rapidities) in all events. Here 8R

has been determined, separately for each event, from Eqs. (6.40) and (6.41). To avoid trivial
autocorrelations one usually excludes the particle whose flow one wants to study from the
event flow vector definition; 8R might thus (slightly) vary within a given event.

The flow estimates are computed by dividing the average obtained above by a number that
accounts for the so-called event-plane resolution, that is, for the statistical difference between
the event and reaction planes,

vp{EPn} =
〈cos[p(ϕ−8R)]〉

〈cos[p(8R −9R)]〉
. (6.42)

Procedures to derive the resolution from experimental data are given in Refs. [143, 505]. In
the most common procedure each event is randomly divided into two statistically equivalent
sub-events, each of which are assumed to retain the same flow properties as the whole event.
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It should be noted that the harmonic p in Eq. (6.42) may be different from n in Eqs.
(6.40) and (6.41), with the restriction that p be a multiple of n. At ultra-relativistic energies in
particular, the most easily measured event plane is that of the second harmonic (n = 2) which
allows one to obtain the elliptic flow estimate v2{EP2}, as well as estimates of the higher even
harmonics v4{EP2}, v6{EP2} . . . . If the first-harmonic event plane is determined, it becomes
possible to obtain v1{EP1} together with independent measurements of elliptic flow and the
higher harmonics v2{EP1}, v4{EP1} and so on. However, the event-plane resolution in the
denominator of Eq. (6.42) becomes less and less accurate as the relative-harmonic order n
increases [505].

It should be realized that the procedure described above for analyzing anisotropic flow
relies on the assumption that flow is the only, or at least the dominant, source of correlation in
azimuth between particles [502]. Obviously there exist other physical sources of correlations
caused by, for instance, global momentum conservation, quantum interference between
identical particles, kinematic correlations between the daughters of a decaying particle and
correlations between particles belonging to a same (mini)jet. The possible bias from these
non-flow effects was evidenced at SPS energies in Refs. [508, 509] and at RHIC energies in
Ref. [510]. An exact procedure to correct for the effect of global momentum conservation,
which affects only the measurement of directed flow, is given in Ref. [511] and is used in an
analysis of NA49 data. There is however no rigorous way to safeguard this method against
all other possible sources of non-flow effects. As it stands, the influence of these non-flow
contributions should be included, as best as possible, in the systematic error.

6.4.3.2. Pair correlation-function method. Besides the methods based on an event-plane
determination described above, it has long been known that anisotropic flow can also be
measured without first estimating the azimuth of the reaction plane [512]. The underlying
idea is that, since all particles are correlated to the reaction plane, they are also indirectly
correlated to each other. One may thus write

〈cos[n(ϕ1 −ϕ2)]〉 = 〈cos[n(ϕ1 −9R +9R −ϕ2)]〉

= 〈cos[n(ϕ1 −9R)] cos[n(ϕ2 −9R)]〉

+ 〈sin[n(ϕ1 −9R)] sin[n(ϕ2 −9R)]〉

≈ 〈cos[n(ϕ1 −9R)]〉〈cos[n(ϕ2 −9R)]〉

= vn(pt1, y1) vn(pt2, y2), (6.43)

where the angular brackets denote averages over the particles. In passing from the second
to the third line we assumed that all (or at least most) two-particle correlations between the
particles 1 and 2 are due to anisotropic flow. Symmetry with respect to the reaction plane
allows us to discard the sine terms.

Equation (6.43) is the key to a method for measuring the flow coefficient vn . Letting first
both particles 1 and 2 run over the whole detector acceptance gives an estimate of the average

〈vn〉
2
≡ 〈cos[n(ϕ1 −ϕ2)]〉,

which we shall call integrated flow. Once the estimate of 〈vn〉 has been determined, the second
step is to restrict particle 2 to a small (pt, y) bin (and to a given particle type) while still letting
particle 1 run over the whole phase space. In that case Eq. (6.43) reads

〈cos[n(ϕ1 −ϕ2)]〉 = 〈vn〉 vn(pt, y)

so that we obtain the Fourier coefficient vn(pt, y).
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In practice, the procedure is to construct two-particle correlators similar to those used
in interferometry studies of short-range correlations. One thus counts particle pairs within a
given 1ϕ bin, both for pairs of particles belonging to a same event and for pairs of particles
from different events. Taking the ratio gives

C2(ϕ1 −ϕ2)≡
Npairs(ϕ1 −ϕ2)

Nmixed(ϕ1 −ϕ2)
. (6.44)

The correlator C2(ϕ1 −ϕ2) is an even function of the relative angle and the coefficients of its
expansion in a Fourier series are precisely the two-particle averages in the left-hand side of
Eq. (6.43):

C2(ϕ1 −ϕ2)= 1 + 2
+∞∑
n=1

〈cos[n(ϕ1 −ϕ2)]〉 cos[n(ϕ1 −ϕ2)]. (6.45)

Thus, by fitting the first few terms of a Fourier expansion to the measured two-particle
correlator, one actually obtains the two-particle averages 〈cos(n(ϕ1 −ϕ2))〉 from which the
integrated flow 〈vn〉 and vn(pt, y) can be estimated.

The advantage of this procedure is that the mixed event sample automatically corrects for
the detector anisotropies, even when these are strong [513]. In this respect, the correlation-
function method is much more robust than event-plane based approaches. On the other hand,
in this method each harmonic of the azimuthal distributions is determined independently
without taking into account that they are related to each other by the reaction plane. In the
event plane method this provides useful consistency checks which are absent here.

Finally, we remark that the statistical uncertainties and those arising from non-flow effects
are the same in the event-plane methods and in the correlation-function approach, the reason
being that all these methods ultimately rely on two-particle azimuthal correlations.

6.4.3.3. Flow analysis with cumulants and with Lee–Yang zeroes. The sensitivity to non-flow
effects in the methods of analysis described above motivated the development of new methods
which make use of the fact that anisotropic flow correlates all particles in the event. This is
in contrast to non-flow effects which typically induce few-particle correlations only. It was
therefore proposed to measure flow with the help of multi-particle azimuthal correlations by
performing a cumulant expansion [507, 514, 515] where the collective source of correlation
can be disentangled from the others. Note that global momentum conservation, even though it
involves all particles, behaves as non-flow in this cumulant expansion [516]. For instance, at
the level of four-particle correlations, one can remove in a systematic way all non-flow two-
and three-particle correlations, irrespective of their origin, thus keeping only the correlation
due to collective flow plus some systematic uncertainty arising from genuine non-flow
four-particle correlations. The six-particle cumulant will even be more dominated by flow
since non-flow correlations of six-particles are expected to be more scarce. Since cumulants
of multi-particle azimuthal correlations of increasing order are less and less biased by non-
flow effects, it is desirable to perform the expansion to the largest possible order. Extending
the cumulant method to infinite order yields the Lee–Yang zero method [57, 518]. The multi-
particle methods are described in detail below.

Cumulant method of flow analysis. The actual cumulant approach proceeds in two
successive steps. First, a study of 2k-particle correlations (k > 1) between all possible k-tuples
of particles in the whole detector acceptance allows to build a cumulant, which we denote by
cn{2k}. Each such cumulant yields an estimate of ‘integrated flow’, the latter being defined
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here as the average over events

Vn ≡

〈∑
j

w j cos[n(ϕ j −9R)]

〉
,

where the sum runs over all particles detected in each event. This is a detector-dependent
quantity, representing an average weighted ‘total flow’ of particles in each event: if all events
had the same multiplicity M and all particles the same flow vn , then in the case unit weights
were used, Vn would equal M vn . (The integrated flow thus defined is actually the average
over events of the projection over the reaction plane of the event flow vector Qn , see Eqs.
(6.40) and (6.41).) To identify the various estimates of integrated flow derived from different
cumulants, we denote them by Vn{2k}:

Vn{2}
2
= cn{2}, Vn{4}

4
= −cn{4}, Vn{6}

6
=

cn{6}

4
, Vn{8}

8
=

−cn{8}

33
, . . . (6.46)

Next, given an estimate of the integrated flow Vn , one can measure an estimate of flow
in any harmonic p = mn, where m is an integer > 1. Thus, the study of (2k ′ + m + 1)-
particle azimuthal correlations between a particle (of a given type) in a given (pt, y) bin
and 2k ′ + m arbitrary particles in the whole detector yields an estimate of vp(pt, y), denoted
by vp{2k ′ + m + 1}(pt, y), through the construction of cumulants dp{2k ′ + m + 1} [514]. For
instance, one can build a four-particle cumulant dn{4}, which yields a flow estimate vn{4} ≡

−dn{4}/Vn{4}
3, where the four-particle estimate of integrated flow is used in the denominator

although any other one could have been used as well. Note that the estimate vp{2}, determined
with two-particle correlations, is a priori consistent with the value given by the two-particle
methods of the previous two subsections.

In practice, the most appropriate way to implement this method is to build a generating
function [514]:

Gn(z)=

〈
M∏

j=1

[
1 +w j

(
z e−inϕ j + z∗ einϕ j

)]〉
, (6.47)

where the angular brackets denote an average over events, z is a complex variable and z∗

its complex conjugate. The cumulants we want to measure are in fact the coefficients of the
successive powers of |z|2k in a series expansion of the logarithm of Gn . After computing the
function for a set of points in the complex plane around the origin z = 0, one can merely
take the logarithm at each of these points and interpolate the successive derivatives of lnGn ,
to obtain the cumulants cn{2k} which, in turn, yield estimates of integrated flow Vn . The
derivation of the cumulants for measuring vp is also conveniently done through a generating-
function formalism.

An advantage of using this formalism is that the generating functions automatically
involve all possible particle k-tuples when building the k-particle cumulants: one thus
minimizes the statistical uncertainty on the flow estimates, which is the main limitation of
the method (see below). Moreover, the formalism automatically removes spurious non-flow
correlations arising from detector inefficiencies (i.e. non-physical correlations), which are
tedious to deal with in any other implementation of the method. Finally, the computation
of a single generating function gives access to all cumulants at once and thus to different
independent flow estimates. This gives an important cross check of the analysis. (Note,
however, that extracting higher and higher order cumulants is admittedly tedious and requires
more and more interpolation points.)

Let us mention another method, which also makes use of cumulants, although with a
much more specialized scope than the one we just discussed, since it was devised with the
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single purpose of making measurements of directed flow v1 at ultra-relativistic energies [515].
It relies on a study of three-particle correlations (and is thus free of the bias from two-particle
non-flow effects) which involve both v1 and v2:

〈cos(ϕ1 +ϕ2 − 2ϕ3)〉 ' (v1)
2v2, (6.48)

where ϕ1, ϕ2, and ϕ3 denote the azimuths of three particles belonging to the same event. The
brackets denote an average over triplets of particles in a given event and then over events.
Measuring the three-particle average given above (or, better, the corresponding cumulant,
using a generating-function formalism [515]) and using a previously derived estimate of v2,
an estimate of directed flow is obtained, denoted by v1{3}. As shown in Ref. [515], this method
of v1 extraction is especially well suited to SPS, RHIC and LHC energies where we are in the
situation that v2 is large (and thus well measured) and v1 is (expected to be) small and not well
measured by two-particle methods or cumulants. Indeed, in this way the first measurement of
directed flow was obtained at RHIC by the STAR Collaboration [138].

Finally, in both methods, the effect of detector anisotropies is to modify the relations
between cumulants and flow. For example, the four-particle cumulant and the corresponding
flow estimate should no longer be related by vn{4} = −dn{4}/V 3

n , but by vn{4} =

−αdn{4}/V 3
n where α is some (detector-dependent) coefficient which can be either computed

analytically or determined from Monte Carlo simulations.

Analysis of anisotropic flow with Lee–Yang zeroes. Let us consider a generating function,
closely related to that introduced above,

Gθ (r)≡

〈
M∏

j=1

[
1 + irw j cos(n(ϕ j − θ))

]〉
, (6.49)

where r is a real positive variable, 06 θ < π/n an angle and the w j are the same weights as
in Eq. 6.47. The product runs over all particles in an event and the average denoted by the
angular brackets is over events. To see the relevance of this function, assume first that there
is no collective effect so that the system actually consists of independent subsystems. The
product can then be factorized into a product over these subsystems (which we assume to be
equivalent), to obtain, after averaging,

Gθ (r)= [Gsub(r)]
N ,

where N is some number proportional to the multiplicity M . It follows (i ) that the zeroes
of Gθ are the same as those of the subsystem function Gsub and (ii ) that the positions of
the zeroes of Gθ are independent of the system size (multiplicity). On the other hand, in the
presence of collective flow, the generating function can no longer be factorized and one can
show [517] that the positions of its zeroes (that closest to the origin in particular) change when
the multiplicity increases. In other words, the behaviour of the zeroes reflects the presence or
absence of collective flow in the system.

This is in close similarity to the behaviour of the zeroes of the grand partition function
in statistical physics. It was shown by Lee and Yang [519, 520] that in the vicinity of a phase
transition, which induces long-range collective effects in the system, the zeroes of the partition
function vary with the system size, coming closer to the origin as the size increases. Far away
from transitions, on the other hand, the position of the zeroes does not depend on the size of
the system provided that collective effects are absent.

The position of the first zero of Gθ is thus directly related to the presence (and magnitude)
of anisotropic flow in the system. Referring the reader to Ref. [518] for further details, let us
just briefly lay-out the method for measuring flow with Lee–Yang zeroes. The first step is to



1680 ALICE Collaboration

compute Gθ (r), Eq. (6.49) for various values of θ , and r , so as to find for each θ the first
minimum r θ0 of the modulus |Gθ

|. This first minimum (which is a good approximation of the
first zero) then yields an estimate of the integrated flow Vn defined above, through

V θ
n {∞} ≡

j01

r θ0
, (6.50)

where j01 = 2.40483. The estimate V θ
n {∞} is then used to obtain estimates vθn {∞}, vθmn{∞}

of the anisotropic flow coefficient vn(pt, y) and of the higher harmonics vmn(pt, y), through
the computation of a function at r θ0 . Note that using several values of θ allows one to derive
several flow estimates for a given harmonic, which provides a useful cross-check.

6.4.3.4. Method comparison

Statistical and systematic uncertainties. In general, the size of the statistical errors depends
on the number of events, the average multiplicity and the magnitude of the flow. This is
characterized by the resolution parameter χ , which is roughly equal to vn multiplied by
the square root of the average event multiplicity. For the differences between the various
methods a detailed comparison can be found in Ref. [517]. For the large values of χ that
can be expected at LHC energies, the uncertainties on flow estimates from four-, six-particle
cumulants and from Lee–Yang zeroes are the same.

It is impossible to give a complete list of the possible systematic uncertainties which can
enter in the determination of the reaction plane and the measurement of the anisotropic flow.
We will therefore discuss a few found to be significant at RHIC energies and which might
become even more important at the LHC.

Non-flow correlations, e.g. from jets, affect the determination of flow. The introduced
bias on v2 is larger for two-particle methods (including the standard event-plane method)
than for the multi-particle methods. To illustrate this we have generated 20000 events with
500 ± 20 particles per event, distributed with a RHIC-inspired v2(pt). A mock-up non-flow
correlation was introduced by emitting 25%, 50%, 75% or 100% of the particles in pairs (resp.
quadruplets) where both (all four) particles of the pair (quadruplet) get the same transverse
momentum and azimuth. Figure 6.186(a) shows that in the case of no non-flow correlations
all the methods, including the ones based on two-particles, reproduce the generated flow. With
non-flow contributions included, these two-particle correlation methods fail to reproduce the
generated flow as shown in Fig 6.186(b). While the non-flow contribution in these generated
events is constant as function of transverse momentum the difference between the true v2 and
the reconstructed v2{2} becomes pt dependent. The higher order cumulants and the Lee–Yang
zeroes do, also in this case, reproduce the generated flow. Table 6.43 shows the reconstructed
average flow values for the simulations with various non-flow contributions. As expected, the
two-particle estimates v2{2} differ from the generated input v2 while v2{4}, v2{6} and v2{∞}

are in much better agreement.
Closely related to non-flow correlations are those from track merging and splitting due

to the granularity of the detector. This introduces a two-particle correlation which does not
affect higher order cumulants or the Lee–Yang zero analysis.

It was realized that yet another phenomenon can induce discrepancies between flow
estimates from different methods, namely flow fluctuations. Such fluctuations may arise either
from impact parameter variations within an experimental centrality bin or from fluctuations
in the flow signal itself at fixed impact parameter. Such fluctuations will induce a shift of the
flow estimates with respect to the true flow value and this shift differs from method to method.
For instance, estimates of vn from two-particle methods will be (slightly) larger (in absolute
value) than vn itself, while the fourth-order cumulant estimate vn{4} will be smaller [521].
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Figure 6.186. v2(pt) reconstructed with different methods (cumulants of two- and four-particle
correlations and Lee–Yang zeroes): (a) in the absence of non-flow effects and (b) when 50% of the
particles are emitted in pairs. The solid line represents the simulated v2(pt).

Table 6.43. Values of the average elliptic flow reconstructed with different methods of analysis
(cumulants of two-, four- and six-particle correlations, and Lee–Yang zeroes), for an input value
v2 = 0.0653.

non-flow effects v2{2} v2{4} v2{6} v2{∞}

none 0.0653 ± 0.0002 0.0654 ± 0.0002 0.0652 ± 0.0002 0.0654 ± 0.0002
25% pair-wise 0.0712 ± 0.0002 0.0656 ± 0.0002 0.0655 ± 0.0002 0.0656 ± 0.0003
50% pair-wise 0.0748 ± 0.0002 0.0656 ± 0.0003 0.0656 ± 0.0002 0.0658 ± 0.0003
75% pair-wise 0.0772 ± 0.0002 0.0670 ± 0.0002 0.0657 ± 0.0002 0.0659 ± 0.0004
100% pair-wise 0.0793 ± 0.0002 0.0658 ± 0.0002 0.0653 ± 0.0003 0.0654 ± 0.0004
100% quadruplets 0.1013 ± 0.0002 0.0667 ± 0.0005 0.0660 ± 0.0006 0.0674 ± 0.0013

Figures 6.187(a) and (b) show the elliptic flow v2 of charged particles as measured at RHIC
by the STAR Collaboration in

√
sNN = 130 GeV collisions, both as a function of transverse

momentum and of centrality. The second-order cumulant is the true two-particle correlation
which is maximally affected by non-flow effects. It coincides to a large extent with the results
from the conventional event-plane based method. However, the cumulant to fourth-order
is significantly lower. Following the previous discussions, this could be due to substantial
non-flow contributions, but also to significant fluctuations of v2. However, it is clear that
the difference between the standard method and the fourth-order cumulant is non-negligible
(about 15%). Differences of somewhat different relative magnitude have also been observed
at lower energies [139, 522, 523].

As we already have remarked in Section 6.4.2 it is important, for a good understanding
of the systematic errors, to measure flow with the various available techniques. Only then a
reliable comparison to theory can be made.

6.4.4. Results on flow from lower energies. Anisotropic flow has been measured from
GANIL/MSU up to RHIC energies [137, 138, 205, 362, 492, 493, 513, 524–541]. At RHIC,
the anisotropic flow coefficients v1–v8 have been measured in detail as a function of rapidity,
transverse momentum and particle species. This subsection will give a short summary and
current interpretation of these results.

6.4.4.1. Directed flow. Directed flow is the first harmonic v1 of the Fourier expansion of the
azimuthal particle distribution. At AGS and SPS energies it is an almost linear function of
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Figure 6.187. (a) Charged particle elliptic flow as a function of centrality as measured by STAR.
The circles show the conventional v2 with the estimated systematic uncertainty due to non-flow and
the stars show the fourth-order cumulant v2. (b) STAR elliptic flow versus transverse momentum
(minimum bias) from the conventional method (circles), from the second-order cumulant method
(triangles), and from the fourth-order cumulant method (stars).

rapidity so that at these energies the slope dv1(y)/dy at mid-rapidity is often used to quantify
the strength of directed flow.

At higher energies this linear dependence is expected to break-down; at mid-rapidity the
directed flow is predicted to be very small and it is possible that the slope at mid-rapidity has a
sign opposite to that in the beam rapidity region. This so-called ‘wiggle’, whereby the directed
flow changes sign three times outside the beam fragmentation region, is very sensitive to the
equation of state [542–545]. Using a hydrodynamic approach it is observed in Refs. [543,
545] that this wiggle structure only appears under the assumption of a QGP equation of state,
thus becoming a signature of the QGP phase transition.

Figure 6.188 shows the charged particle directed flow measured at RHIC for 9 different
centralities in Au–Au collisions at

√
sNN = 62 GeV [541]. These measurements show that

the directed flow observed at mid-rapidity is very small for all centralities, as predicted. The
wiggle structure, however, is not observed.

With detectors which only cover mid-rapidity it becomes practically impossible to
measure directed flow due to its small magnitude. At RHIC energies, however, use is made of
the fact that the elliptic flow is large (as shown in the next section) to determine directed flow
as described in the methods section (see Eq (6.48)). The open circles in Fig. 6.188 use elliptic
flow from the reaction plane method while the stars use elliptic flow from v2{4}. It was not
possible to determine v2{4} for the most central and most peripheral datasets. Directed flow is
large at beam rapidity so that the reaction plane can be determined with a segmented forward
calorimeter (the ZDC–SMD). Measurements of v1 using this approach are shown by the open
squares in Fig. 6.188.

Comparing the results from the three methods shows that they agree within errors and that
the measurements obtained with the ZDC–SMD have the smallest statistical uncertainties, in
particular for the more peripheral collisions. Provided that directed flow at beam rapidities is
also sizeable at the LHC it is expected that segmented zero-degree calorimetry in ALICE can
be used to determine the reaction plane (see Section 6.1).

6.4.4.2. Elliptic flow. One of the most exciting first results from RHIC was the observation
of strong elliptic flow in Au–Au collisions at

√
sNN = 130 GeV [534]. Generally speaking,

large values of elliptic flow are considered to be signs of hydrodynamic behaviour as was first



ALICE: Physics Performance Report, Volume II 1683

70% - 80% 60% - 70% 50% - 60%

40% - 50%

}2 , EP1{EP1v
{3}1v

{ZDC-SMD}1v

30% - 40% 20% - 30%

10% - 20%   5% - 10%    0  -  5%

-0.1
-0.05

0
0.05

0.1

η

1v

-4 -3 -2 -1 0 1 2 3 4 -4 -3 -2 -1 0 1 2 3 4-4 -3 -2 -1 0 1 2 3 4

-0.1
-0.05

0
0.05

0.1

-0.1
-0.05

0
0.05

0.1

Figure 6.188. Directed flow v1 of charged particles in Au–Au collisions at
√

sNN = 62 GeV as
function of pseudorapidity and centrality [541]). Different symbols indicate different methods
(see text).

put forward by Ollitrault [495]. In hydrodynamics the elliptic flow originates from a larger
pressure gradient in the direction of the reaction plane than perpendicular to it. Of course,
hydrodynamics is an idealization which assumes a zero mean free path and complete local
thermalization after a small thermalization time τ0. Cascade models are another approach
which can describe the development of anisotropic flow, see e.g. Ref. [546]. Such models
give anisotropic flow values which are always smaller than those from hydrodynamic models.

Elliptic flow versus collision energy. Figure 6.189 shows the measured elliptic flow value as
a function of beam energy [533, 547–552]. A clear increase in the magnitude of v2 is observed.
Hadron cascade model calculations do not, for this centrality, generate v2 > 0.02 even at the
highest beam energy. It follows that the measured elliptic flow above AGS energies is under-
predicted by hadron cascade models like RQMD [553], for example. This shows that the
effective equation of state of a hadron cascade is too soft. One reason for this might be that
the rescattering between hadrons is too much delayed by their formation time [554]. This
already shows that interactions early in the high density phase are important since elliptic
flow has its origin in the amount of rescattering and the eccentricity of the collision zone.
The latter is maximal at the time of overlap of the colliding nuclei. Expansion of the source,
pressure driven or free streaming, will diminish this eccentricity because the driving force for
elliptic flow disappears as the source becomes spherically symmetric (‘self quenching’). All
this leads to the conclusion that elliptic flow is one of the signatures of the early phase of the
collision [546, 555].
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Parton cascade models are not constrained by large formation times and calculations show
that they are able to describe the large values of elliptic flow observed at RHIC [556–558].
This also holds for mixed mode models like QGSM [559]. However, the parton cascade
models need, in order to describe the data, parton–parton cross sections which are an order of
magnitude larger than calculated in pQCD although the required interaction cross sections can
be significantly reduced when a coalescence mechanism is assumed for particle production.

It is observed that the measured elliptic flow values at RHIC energies are consistent
with those from hydrodynamical model calculations [561]. So far this has been the strongest
indication that the system created at RHIC approaches local thermal equilibrium.

Figure 6.190 shows the measured value of v2 divided by the spatial eccentricity ε of the
collision as a function of the multiplicity density. The spatial eccentricity is defined by

ε =
〈y2

− x2
〉

〈y2 + x2〉
,
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Figure 6.191. (a) Elliptic flow versus centrality from the low density limit (full curve) or
hydrodynamics (dashed curve). Figure adapted from Ref. [549]. (b) Elliptic flow as function of
centrality from NA49 at the SPS and at two RHIC energies from STAR [539].

where x and y are the spatial coordinates in the plane perpendicular to the collision axis. The
brackets 〈 〉 denote an average weighted with the initial density. The quantity S = π

√
〈x2〉〈y2〉

is a measure of the initial transverse size of the collision region. The measured values of
v2/ε fall approximately on a single curve, independent of beam energy or impact parameter.
This curve shows an approximately linear increase from AGS to the highest RHIC energy.
Ideal hydrodynamical model calculations, whose elliptic flow predictions rather well matched
the measurements at the highest RHIC energies, show a markedly different behaviour. In
hydrodynamics, v2/ε is approximately constant as a function of centrality even though the
magnitude does depend on the velocity of sound in the fluid (and thus on the different
contributions from the different phases and the phase transition). The lines in the figure (so-
called Hydro limits) show this constant behaviour in several energy intervals including the
highest RHIC energy. The disagreement between the data and hydrodynamical calculations
at lower energies is interpreted as a sign of incomplete thermalization. Indeed, models that
assume a mean free path of the same order as the size of the system (the so-called low density
limit) show a monotonic dependence of v2/ε versus (1/S)dN/dy as seen in the data. One of
the important questions to answer is whether this linear dependence continues into the LHC
energy regime [562].

Elliptic flow versus centrality. Elliptic flow has its origin in the amount of rescattering and
the eccentricity of the collision zone. The amount of rescattering is expected to increase with
increasing centrality, while the eccentricity decreases. This combination of trends dominates
the centrality dependence of elliptic flow.

Figure 6.191(a) indeed shows this characteristic dependence of elliptic flow versus
centrality for both the low density and hydrodynamical limit. It is seen that the low density
limit compared to hydrodynamics has the maximum elliptic flow at a smaller impact
parameter [549, 560]. Figure 6.191(b) shows the measured centrality dependence of v2{4}

at the SPS and RHIC. It is clear that the SPS data do not constrain the position of the
maximum so that these results cannot disentangle between the hydro and low density limits.
At RHIC energies the maximum is found to lie in-between the low density limit and
hydrodynamics [561].

Elliptic flow versus rapidity. It is known that particle production in the fragmentation region
(i.e. close to the beam rapidity) exhibits universal scaling when plotted as a function of
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Figure 6.192. Left: Elliptic flow versus pseudorapidity [563]. Right: Elliptic flow versus
pseudorapidity from PHOBOS [532] and STAR compared to ideal hydro calculations [564, 565].

y − ybeam (or η− ybeam). This observation is known as limiting fragmentation. The PHOBOS
collaboration at RHIC has shown that this scaling extends over a large region of rapidity at
collision energies ranging from

√
sNN = 19.6 GeV to 200 GeV [149]. In Fig. 6.190 we showed

that the integrated elliptic flow, for a fixed centrality, is proportional to the particle production
dN/dy.

Figure 6.192 (left) shows the integrated elliptic flow of charged particles for the beam
energies from

√
sNN = 19.6 GeV to 200 GeV [563] as function of η− ybeam. This figure

reveals that, similar to particle production, the integrated elliptic flow also exhibits scaling
versus η− ybeam. Ideal hydrodynamical calculations predict a much broader plateau in v2 as
function of rapidity as shown in Fig. 6.192 (right) [564, 565]. It follows that the agreement
of the elliptic flow at RHIC with ideal hydro calculations only holds at mid-rapidity. The
full and dashed curves in Fig. 6.192 (right) are results from calculations using full Chemical
Equilibrium (CE) or Partial Chemical Equilibrium (PCE) in the hadron phase, respectively.
While this affects the magnitude of the flow, it does not change the rapidity dependence. A
description using hydrodynamics until chemical freeze-out followed by a hadron cascade until
kinetic freeze-out does produce a similar dependence as observed in the data [566–568].

Elliptic flow versus transverse momentum. Elliptic flow as a function of transverse
momentum is sensitive to the evolution and freeze-out conditions of the created system. For
charged particles, shown in Fig. 6.193, the elliptic flow increases almost linearly as function
of pt reaching values of about 0.15 at large pt. At low transverse momenta, the dependence is
well described by hydrodynamics as shown by the full line in Fig. 6.193. However, above 1
GeV/c the observed dependence starts to deviate from ideal hydrodynamics. The position of
the onset of the deviation from ideal hydrodynamics and its magnitude are thought to constrain
the shear viscosity of the fluid [569]. At high-pt the observed elliptic flow might be related to
parton energy loss in the medium [553, 570, 571] and may thus provide a constraint on the
initial gluon density. The dashed lines in Fig. 6.193 show predictions based on energy-loss
calculations in a static medium [572]; in an expanding medium the inferred gluon densities
will be different.

Figure 6.194 shows v2 for identified particles as function of transverse momentum. At
low pt the elliptic flow depends on the mass of the particle with v2 at a fixed pt decreasing
with increasing mass. This dependence is expected in a scenario where all the particles have
a common radial flow velocity [573, 574] as shown by the full curves in Fig. 6.194 from ideal
hydrodynamics. A more detailed comparison, for different equations of state, is shown in
Fig. 6.195 and will be discussed later. In ideal hydrodynamics the mass ordering in v2 persists
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up to large pt, although less pronounced because the v2 of the different particles start to
approach each other. It is seen that at higher pt the measurements start to deviate significantly
from hydrodynamics for all particle species, and that the observed v2 of the heavier baryons
is larger than that of the lighter mesons. This mass dependence is the reverse of the behaviour
observed at low pt. This is not expected in hydrodynamics and is also not expected if the v2

is caused by parton energy loss (in the latter case there would, to first order, be no particle
type dependence). An elegant explanation of the unexpected particle type dependence and
magnitude of v2 at large pt is provided by the coalescence picture [317, 575].

The elliptic flow of the different mass particles at low-pt can be characterized rather
well by a common set of four parameters: the temperature, the mean radial flow velocity,
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the azimuthal dependence of the radial flow velocity and the source deformation [205]. In
hydrodynamics, these parameters are not independent since they are related by the equation
of state. While the kinetic freeze-out temperature and radial flow are constrained by the
pt-spectra of particles with different mass, the elliptic flow is sensitive to the equation of
state in ideal hydrodynamics [216, 566, 567, 576].

Figure 6.195 shows the hydrodynamical model predictions of v2(pt) for pions and (anti-)
protons for two equations of state: the full curves are for an EOS which incorporates the effect
of a phase transition from a QGP to a hadron gas, the dashed curves are for a hadronic EOS
without phase transition. The hydro calculations clearly predict the observed behaviour rather
well with a better description of the measurements provided by the EOS incorporating a phase
transition. For the pions the effect of a phase transition is less pronounced compared to the
protons. The lighter (heavier) particles are more (less) affected by the temperature thus less
(more) sensitive to the collective flow velocity. Therefore, low pt measurements of particles
containing heavy quarks, like the D-mesons which are abundant at LHC energies, would be
very sensitive to the equation of state and to the phase transition.

The coalescence picture [304, 306, 317, 575, 577–581] which provides a possible
explanation for the unexpected particle type dependence and magnitude of v2 at intermediate
pt assumes elliptic flow on the constituent quark level. In this description the elliptic flow
of the most common mesons and baryons should scale with the number of constituent
quarks (nq), provided there is no difference in flow between the u, d and s quarks near
hadronization. Figure 6.196 [582] shows the nq -scaled elliptic flow versus the nq-scaled
transverse momentum for various mesons and baryons. Above pt/nq = 1 GeV/c such scaling
is indeed observed.

6.4.4.3. Higher harmonics. Higher harmonics of the momentum anisotropy are expected
to be small [583, 584]. More recently it was realized that at higher pt they may become
significant and that they are sensitive to the initial conditions [585]. It was shown that they
depend on the equation of state [586] and in Ref. [562, 587] it is argued that v4(pt)= v2

2(pt)/2
for ideal fluid behaviour. The measured pt-integrated v4 and v6 as function of centrality are
shown in Fig. 6.197. For comparison, v2 is shown in the same figure. The integrated v4 is an
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Figure 6.197. v2{EP}, v4{EP} and v6{EP} versus centrality [138]. The dotted histograms are
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2 , where n is the corresponding harmonic. For v4 also the cumulant values v4{3} are shown

(triangles).

order of magnitude smaller than v2, as expected. The higher harmonics v6 and v8 (not shown)
are consistent with zero and only upper limits can be given. Figure 6.198 shows v4 and v6

as function of pt. Indeed, as predicted, v4 becomes significant at higher pt. Both Figs. 6.197
and 6.198 show as dotted lines and dotted histograms the dependence of the higher harmonics
as calculated from the relation vn ∝ v

n/2
2 . Both the pt and centrality dependence for v4 as well

as for v6 follow this scaling remarkably well. The proportionality between v2
2 and v4 is found

to be larger than unity which is in disagreement with the value 0.5 expected for ideal fluid
behaviour. Measuring the relation between v2 and the higher harmonics is of interest at the
LHC because it provides a test of ideal hydrodynamic behaviour [562].

6.4.5. Flow measurements in ALICE. Experience from RHIC shows that among the first
physics results that become available are measurements of azimuthal correlations relative to
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the reaction plane. To give an indication of the relevance of such measurements we show
in Fig. 6.199 model calculations of v2/ε as function of the centre-of-mass energy

√
sNN

[568, 589]. Using colour glass condensate (CGC) estimates for the initial condition the
flow is calculated from ideal hydrodynamics up to the kinematic freeze-out temperature of
100 MeV (full squares and upper curve). More realistic estimates are obtained by assuming
hydrodynamics up to the chemical freeze-out temperature of 169 MeV followed by a hadron
cascade description of the final phase (full circles). The contribution from the QGP phase (i.e.
hydrodynamics up to 169 MeV) is shown by the triangles (and lower curve) in the figure. It is
seen from Fig. 6.199 that at LHC energies the contribution from the QGP phase is much larger
than at RHIC or SPS, and that, as a consequence, there is less uncertainty due to the detailed
modeling of the hadronic phase. Theoretical calculations such as these or those in Ref. [588],
as well as straight-forward extrapolations from lower energies based on particle multiplicities
predict flow values of about 5–10% at the LHC. If the flow values and multiplicities at the
LHC are indeed that large then the flow measurement should be relatively easy. It must be
realized, however, that non-flow contributions to the azimuthal correlations like those from
(mini) jets are expected to be much larger at the LHC than at RHIC and may tend to obscure
the flow signal.

In the flow analysis at the LHC, it is important to have various independent estimates from
different regions of phase space as argued in Section 6.4.3. The various sub-systems of the
ALICE detector are well suited to this task. In the following section, the expected resolution of
the event plane and elliptic flow determinations with the ALICE sub-systems are discussed.
In the simulations presented here, the particle multiplicity and magnitude of the flow were
varied over a wide range.

TPC flow analysis chain. The TPC flow analysis chain is implemented in AliRoot and
contains routines which generate events with anisotropic flow, simulate the detector response,
reconstruct the signal and, finally, perform the analysis of the obtained resolutions as a
function of the simulation parameters.
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Events with azimuthal anisotropy are generated by GeVSim [590], which provides
several options including particle generation from parametrized distributions as a function of
transverse momentum and rapidity. These parametrizations are based on results from RHIC
as presented in Section 6.4.4. Furthermore, it is possible to add azimuthal correlations to
events generated by microscopic event generators (like HIJING) by the Flow Afterburner,
see Chapter 4 of PPR Volume I [3]. The generated events are processed either through the
full detector simulation and reconstruction chain or, for large statistics studies, through a fast
simulation with parameterized experimental resolutions.

The reconstruction and analysis of the signal are performed by an extension of the
analysis package developed by NA49 and STAR [143, 591]. This package implements the
sub-event method [143] and the cumulant method [514] as described in Section 6.4.3.3 and is
designed such that identical analysis can be performed both on the generated tracks (before
and after particle transport through the detector) and on the reconstructed tracks.

Flow measurements in the TPC. The high-statistics studies presented below were performed
employing fast simulations. The fast simulation was checked by comparing the results to
those from an analysis of a limited number of fully simulated and reconstructed events. The
reaction plane and elliptic flow resolution were studied as a function of the event multiplicity
and magnitude of v2. The multiplicity of tracks available for analysis was varied in the range
200–5000 and the elliptic flow v2 in the range 0.04–0.10, covering the RHIC measurements
as well as the expectations for the LHC.

The performance of the sub-event method was studied from a generated sample of 400
events with a multiplicity of 1000 and a v2 value of 0.06. The corresponding event plane was
randomly oriented in azimuth. The difference between the generated event-plane angle and the
result from the sub-event method is shown in Fig. 6.200. The r.m.s. of the distribution is found
to be 11.4 degrees. In the analysis of real data the resolution is estimated from the difference
in orientation of event planes determined from sub-events. Each of the sub-events contains
half of the tracks of the original event so that the resolution of the event plane reconstruction
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Figure 6.201. Difference between the orientation of the event planes of two sub-events for events
with 1000 tracks and v2 = 0.06.

is reduced by a factor of
√

2 . The subtraction of the two measured angles results in another
factor of

√
2 as can be seen from the distribution plotted in Fig. 6.201 which is roughly two

times broader than the one in Fig. 6.200.
The variation of the event plane resolution with the magnitude of v2 is plotted in

Fig 6.202. For 1000 particles per event it varies between 6◦ and 30◦ for elliptic flow
magnitudes between 0.1 and 0.02. The dependence of the event plane resolution on both
multiplicity and flow magnitude is displayed in Fig. 6.203.

We conclude from these studies that the resolution in the event-plane angle is better than
8◦ as long as the particle multiplicity is larger than 1000 per event and the flow magnitude
larger than 0.06.

More detailed information is obtained by studying the detector response on elliptic flow
as function of rapidity, transverse momentum and particle type. We restrict our study to the
particle type and pt dependence because the TPC acceptance covers only two units in rapidity
where elliptic flow is not expected to change significantly. Figure 6.204 shows v2 as a function
of pt from the analysis of 100 events with particle multiplicity 2000. The result reproduces
well the generated transverse momentum dependence shown by the full curve in the figure. As
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Figure 6.203. Dependence of the event plane resolution on multiplicity and flow magnitude.

an example of the performance for identified particles we show in Fig. 6.205 the reconstructed
pt dependence of v2 for Kaons compared to the input signal (full curve).

Azimuthal anisotropy measurement with the PMD. The determination of the anisotropy
parameters in different rapidity regions enables a reconstruction of 3-dimensional event
shapes of the emitted particles. The Photon Multiplicity Detector (PMD) is designed to
measure the spatial distribution of photons in the forward region 2.36 η 6 3.5, enabling
a determination of the anisotropy within this range. The photons in the PMD originate
predominantly from π0 decay. The decay introduces non-flow correlations and also dilutes
the anisotropy present in the pions by randomizing the direction of the emitted photons. Using
a fast simulation, the kinematic distributions were generated using ALICE parametrizations
for dN/dη varying between 250 and 5000 at η = 0. This corresponds to a range of photon
multiplicity varying between 100 and 2000 in the region 2.56 η 6 3.5 of the PMD. The
simulations have been done for different scenarios corresponding to a constant flow and a pt

dependent flow which were taken to be the same for neutral and charged pions. The flow was
introduced by choosing a random 9r for each event and changing the uniformly generated
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azimuthal angle of each particle in that event by 18 where

18= −6
2vn

n
sin n(ϕ−9r ). (6.51)

Pions were generated, with various combinations of multiplicity and constant flow, and
the neutral pions were allowed to decay. The ratio of flow observed in decay photons to flow
in the parent pions is seen to scale with the experimentally measurable anisotropy parameter
χ . This parameter χ can be obtained by studying the correlation between the event plane
angles of two sub-events. For a given magnitude of flow, χ increases with the measured
multiplicity [143]. This scaling can be parametrized by [592]

v(γ )

vin(π0)
=

a

(χ − b)2
+ c (6.52)

and is shown, for elliptic flow, in Fig. 6.206. The values of the constants (a, b, c) depend
weakly on the parametrization of the kinematic distributions and on the acceptance region
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Figure 6.206. Ratio of elliptic flow in photons to that in charged pions as function of anisotropy
parameter χ (see text) as measured in (a) an ideal detector (b) PMD. The filled (open) symbols
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scattering and after large scattering respectively. The data are plotted for vn = 0.01, 0.03 and 0.05
and are shown by the same symbol for all values of flow and multiplicity. The full curve shows a
fit to Eq. 6.52.

used for analysis, and are obtained using simulations. These also depend upon the details of
the analysis method which affect the magnitude of non-flow correlations present in the photon
sample. By construction, the pions do not have any non-flow correlation in this simulation.

The hits in the PMD arise from both photons and charged hadrons, causing formation
of clusters. The photons in these clusters are isolated using appropriate discrimination
algorithms. The rapidity dependence of the efficiency can be parametrized as (see the ALICE
ATDR [593])

ε = 0.65 − 0.3(η− 2.5).

The purity of the detected sample is about 60% throughout the range of acceptance of
the PMD. These values were assumed to be constant for all multiplicities. The azimuthal
distribution of these photons reflect the anisotropy present in the parent π0s and are affected by
charged-particle contamination. Multiple scattering in the upstream material is incorporated
into the fast simulation by a Gaussian smearing of the rapidity and azimuth. Moderate
scattering is represented by σδη = 0.07, σδϕ = 7◦ and large scattering is represented by twice
these values.

The ratio photon to parent pion flow in the PMD scales as would be the case for an ideal
detector. The values of the constants for the two cases are shown in Table 6.44. The differences
are due to charged particle contamination of the photon sample in the PMD. The results for
the ratio of the anisotropies, including scattering due to upstream material, are also shown in
Fig 6.206 and follow the same behaviour as they do without multiple scattering. For a more
realistic study, inspired by RHIC results, we have used a pt dependent v2 parametrized as

v2 = a + bpt
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Table 6.44. Values of constants obtained in the scaling relation for photons measured in an ideal
detector and in PMD.

Photons measured in a b c

Ideal Detector 0.0285 0.161 0.604
PMD 0.0099 0.0926 0.763

Table 6.45. Charged-particle density dN/dη at mid rapidity, The corresponding multiplicity in the
PMD acceptance and the slope parameter b used in the simulations as described in the text.

dN/dη(y = 0) PMD multiplicity b [GeV −1]

250 102 0.2
500 203 0.18

1000 407 0.16
1500 610 0.14
2000 814 0.12
3000 1221 0.10
4000 1629 0.08
5000 2035 0.06

up to pt = 2.0 GeV. At larger pt, v2 has been taken as a constant. The value of a was chosen to
be zero, unless otherwise stated and the values of b are shown in Table 6.45 for the different
multiplicities. In Fig. 6.207 we show the v2 ratio of photons to that of the generated pions
for different values of the particle density dN/dη as for an ideal detector and as measured in
the PMD. This figure also shows results from simulations where the the value of a was set
to 0.01 for dN/dη > 2000 and from simulations where multiple scattering in the upstream
material was included. Note that here the choice of v2 and multiplicity restricts the value of
χ to larger than 0.8 so that the strong variation in vγ2 /v

charged
2 as shown in Fig. 6.206 is not

observed.
The PMD is capable of recording data at a much higher rate than the TPC, and can provide

an event plane which allows the study of anisotropic particle emission in other detectors
for different rapidities and particle types [594]. The event plane angle from the PMD is
required and how, on average, it differs from the reaction plane angle (see Eq. 6.42). The
average difference between the reaction plane angle and the event plane angle is expressed
by a Resolution Correction Factor (RCF), obtained from the correlation between two sub-
events. The RCF may include contributions due to non-flow, and detector effects. To estimate
the magnitude of these contributions we therefore, in simulations, compare the reconstructed
RCF to the generated RCF. Since the contribution from multiple scattering is assumed to be
the same for the photons and charged pions, the reconstructed RCF over generated RCF for
photons is divided by the same ratio for charged pions. Figure 6.208 shows this double ratio
for (a) an ideal detector and (b) the PMD. At lower multiplicities, the non-flow contribution
introduced by the neutral pion decay affects the reconstructed RCF for both the ideal detector
and the PMD. Due to charged-particle contamination in the photon sample the PMD is less
affected by this.

The study shows that in addition to obtaining the flow values of photons and neutral pions
using the PMD, the present design of the PMD can provide a good estimate of the event plane
which can be used to study anisotropic emission of particles from another detector sub system,
in another acceptance region (see for example the section on quarkonia in this PPR).
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detector; (b) PMD.

Azimuthal anisotropy measurement with the SPD. The Silicon Pixel Detector (SPD)
can reconstruct the azimuthal angle ϕ of the charged particles in the central region of
pseudorapidity with high precision. The azimuthal anisotropy can then be measured by
reconstruction of the dN/dϕ distribution or by a determination of the transverse sphericity
tensor [495]. In both cases the weights of the particles should be set equal to unity because
the transverse momentum cannot be determined by the SPD alone. On the other hand, the
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Figure 6.209. Distribution of the difference between generated and reconstructed azimuthal angle
ϕ. (a) The magnetic field is switched off. (b) The magnetic field is switched on.

high efficiency of the multiplicity determination and the larger acceptance with respect to the
TPC (up to |η|< 2 for the first layer) allow for a good measurement at low multiplicity where
the determination of the intrinsic anisotropy is more difficult due to statistical fluctuations.

For this analysis several events were generated with different values of the multiplicity
and anisotropy and tracked through the ALICE apparatus with the standard magnetic field
both switched on and off. The ϕ angles of the tracks were reconstructed with the SPD by
using either the clusters in both layers or the tracklets, which are defined by the association
of clusters from both layers with a straight line to the main vertex (see Section 6.1). The
pseudorapidity acceptance is η < 2 for the first layer and η < 1.4 for the second layer and for
the tracklets.

Figs. 6.209(a) and (b) show the distributions of the differences between generated and
reconstructed ϕ in the first pixel layer with the magnetic field off and on, respectively. In the
first case, a resolution of about 0.06 degree is achieved, whereas a clear separation between
positive and negative particles is shown in the second case. The systematic shift due to the
magnetic field is about 0.3 degree and the full spread of the residual distribution is about 0.4
degree.

The effect of the detector resolution on the reconstruction of dN/dϕ can be seen in
Fig. 6.210, where the generated distribution (dN/dη = 3000, magnetic field off) is compared
with the distributions obtained with the clusters in layer 1 (top), layer 2 (centre) and with
the tracklets (bottom). In all cases, the shape of the generated distribution is well reproduced,
although some background is clearly present in the second layer.

The effect of the magnetic field can be seen in Fig. 6.211, where a small inefficiency on
the tracklets distribution is visible. In this case, an additional high pt selection can be applied
by shrinking the fiducial window where clusters are associated. This allows one to perform a
separate analysis for high and low pt particles, at least in principle.
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Table 6.46. Generated and reconstructed anisotropy parameters from a fit to the azimuthal
distribution dN/dϕ.

Generated Clusters Layer 1 Tracklets

dN/dη v2 92 v2 92 v2 92

[degree] [degree] [degree]

1400 0.05 0 0.07 ± 0.01 4 ± 1 0.07 ± 0.01 5 ± 2
2800 0.05 0 0.06 ± 0.01 2 ± 4 0.06 ± 0.01 0 ± 4
5500 0.05 0 0.059 ± 0.006 −2 ± 3 0.058 ± 0.006 −5 ± 3
1400 0.10 0 0.12 ± 0.01 0.5 ± 3 0.12 ± 0.01 −1 ± 3
2800 0.10 0 0.12 ± 0.01 −0.6 ± 2 0.12 ± 0.01 −1 ± 2
2800 (no field) 0.10 0 0.115 ± 0.009 0.2 ± 2 0.115 ± 0.009 −0.3 ± 2
5500 0.10 0 0.102 ± 0.006 −1 ± 2 0.103 ± 0.007 −3 ± 2

Table 6.47. Anisotropy parameters from diagonalization of the transverse sphericity tensor.

Generated Clusters Layer 1 Tracklets

dN/dη v2 92 v2 92 v2 92

[degree] [degree] [degree]

1400 0.05 0 0.06 ± 0.01 −2.5 ± 4 0.07 ± 0.01 −7 ± 4
2800 0.05 0 0.06 ± 0.01 2 ± 3 0.06 ± 0.01 −0.3 ± 3
5500 0.05 0 0.058 ± 0.005 −2 ± 3 0.058 ± 0.005 −8 ± 3
1400 0.10 0 0.11 ± 0.01 0.4 ± 3 0.12 ± 0.01 −1 ± 3
2800 0.10 0 0.114 ± 0.009 −2.4 ± 2 0.115 ± 0.009 −1 ± 2
2800 (no field) 0.10 0 0.113 ± 0.009 0.4 ± 2 0.114 ± 0.009 −0.9 ± 2
5500 0.10 0 0.101 ± 0.006 −3 ± 2 0.104 ± 0.007 −3 ± 2

As an example of the reconstruction capability we list in Tables 6.46 and 6.47 the
generated and reconstructed v2 and92 for several events generated with different values of the
multiplicity and anisotropy. The determination of v2 and92 has been carried out with clusters
and tracklets as discussed above. In Table 6.46 the anisotropy parameters were determined
from a fit of the distributions to the following expression:

dN

dϕ
∝

1

2π
+ 2v2 cos[2(ϕ−92)].

It can be seen that the reconstructed v2 are systematically larger than those generated and that
the differences become smaller with increasing multiplicity or v2, as expected. No significant
differences were found between the tracklet and cluster methods. Also, no large improvements
are observed when comparing the two cases with magnetic field off and on. This confirms that
the magnetic field has a small effect on the SPD reconstruction.

The results of an independent determination obtained by the diagonalization of the trans-
verse sphericity tensor are given in Table 6.47. In this case the ratio ε = ( f2 − f1)/( f2 + f1)

between the two eigenvalues is equal to v2 ( f2 > f1) while the rotation of the reference sys-
tem yields 92. Clearly, the reconstructed v2 are slightly lower than the corresponding values
in Table 6.46, the behaviour being essentially the same. Again, no significant differences
are visible between tracklets and clusters and between events with the magnetic field on
and off.
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6.4.6. Summary. The anisotropic flow measurements with the ALICE detector, for a very
wide range of possible particle multiplicities and magnitudes of the elliptic flow, can be done
for ultra-relativistic heavy-ion collisions with unprecedented accuracy. The determination of
the event plane will benefit from the possibility of having independent flow estimates from
the different subsystems of ALICE and from the different methods of analysis. It is clear that
the comparison of these estimates is crucial for the interpretation of the observed anisotropic
flow. These high accuracy anisotropic flow measurements are, as at RHIC, expected to be very
important in understanding the dynamics of the heavy-ion collisions at the LHC and constrain
the underlying equation of state.

6.5. Event-by-event physics

6.5.1. Introduction. It is expected that the hot and dense system created in heavy-ion
collisions at ultra-relativistic energies and its evolution in time will show very characteristic
behaviour of QGP phase transition, which may vary dramatically from one event to the other.
Such interesting behaviour can be studied by the measurement and subsequent analysis of
various observables in every single event. Thus event-by-event measurements and the study of
various physically observable quantities offer the best possibility for studying the QGP phase
transition and the nature of the QGP matter. Because of the production of large number of
particles in each event in heavy-ion collisions at SPS, RHIC, and LHC energies it has become
possible to make precision event-by-event measurements and study fluctuations of various
measured quantities for given event classes. The fluctuation measures provide possible ways
to study variations in physical quantities from event to event. The performance of ALICE for
event-by-event measurements may be found in Ref. [595].

Fluctuations of thermodynamic quantities such as temperature and entropy have
been proposed to give evidence for the existence of QGP phase transition and also
provide direct insight into the properties of the system created in high energy heavy-
ion collisions [596–602]. Large fluctuations in energy density due to droplet formation
are expected if the phase transition is of first order. A second-order phase transition may
lead to divergence in specific heat and increase the fluctuation of energy density due to
long range correlations in the system. It is predicted that near a critical point, i.e., a
second-order phase transition, fluctuations will be strongly enhanced [598]. Present lattice
computations (see the next section for details) reveal that the QCD critical point could
be at reasonably small chemical potential [603] but still be too high for the LHC to
reach. The situation becomes different with the production of jets and minijets at LHC
energies. Characterisation of jets and their interaction with the medium will be quite
crucial to understand the phase transition and physical characteristics of QGP [604, 605].
Formation of disoriented chiral condensates (DCC) [606–610], which is a consequence of
chiral phase transition, would lead to large fluctuations in the ratio of neutral to charged
pions.

The rapid development of the field of event-by-event physics in recent years is directly
related to the progress in the field of high-energy nucleus–nucleus collisions. Recent detector
technologies and availability of high beam energies along with experiments containing
large acceptance detectors allow the detection of a large fraction of thousands of particles
produced in each collision at SPS, RHIC, and LHC energies. Active study of event-by-
event fluctuations in heavy-ion collisions was initiated by experiments at the SPS [611–626].
These studies include fluctuations in multiplicity of charged-particles and photons, kaon to
pion ratio, net charge, mean transverse momentum and formation of DCC domains. These
along with results from more sophisticated analysis methods are now available from RHIC
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experiments [627–638]. The experimental procedures, statistical tools, and theoretical models
are constantly challenged by the requirements of event-by-event study.

The regime of event-by-event physics spans from understanding the bulk properties of
matter to high pt particles including jets. The ALICE experiment has the unique capability to
track the majority of the particles produced in heavy-ion collisions, and measure relevant
quantities needed for event-by-event physics. In this section, the methodology for event-
by-event physics and fluctuations and the performance of the ALICE detector in terms of
these measurements are discussed. The next subsection deals with predictions from lattice
calculations, followed by a brief discussion of the physics of correlations and fluctuations.
The measurement capabilities of ALICE are discussed after that. The remainder of the
section contains discussions on temperature and 〈pt〉 fluctuations, multiplicity and strangeness
fluctuations, fluctuations of conserved quantities, net charge fluctuations, balance functions,
fluctuations in azimuthal anisotropy, disoriented chiral condensates, the importance of jets
and minijet production in fluctuation studies and finally long-range dynamical correlations of
various observables measured in separated rapidity intervals.

6.5.2. Lattice predictions. Lattice QCD is the theoretical tool of choice for computing
the fluctuations of conserved quantities such as charge and energy. Other quantities, such
as strangeness, which are conserved by the strong interactions, but not by the weak, are
practically conserved within the lifetime of the fireball. Lattice QCD is able to provide a
prediction for the fluctuations of such quantities as well. Two regimes of baryon chemical
potential,µB, and temperature, T , are of interest—the intermediate chemical potential regime,
µB ' T , close to the critical point of QCD, and the small chemical potential regime, µB � T ,
the condition which will prevail at the LHC energies. The two cases are discussed below.

6.5.2.1. The QCD critical end point. The lattice QCD explorations around the QCD critical
point have started following the prediction of a critical end point of QCD [598]. This lattice
calculations were performed using several methods, such as reweighting method [639–641],
analytic continuation from imaginary chemical potential [642, 643], and a Taylor series
expansion [644–646]. These computations are performed in lattice QCD with two flavours
of light dynamical quarks. Three important parameters in these computations are:

• The physical volume of the lattice: the volume, V , must be sufficiently large in units of
the pion’s Compton wavelength. In practice, it was found that, in units with h̄ = c = 1, one
must select mπV 1/3 > 5.

• The quark mass: the quark mass is measured in terms of the ratio of pion mass to the mass
of ρx, mπ/mρ . In order to get realistic physics, one must have mπ/mρ � 0.5, and the actual
physical value is mπ/mρ = 0.18.

• The lattice spacing: the lattice spacing should be extrapolated to zero to get to the continuum
limit. In practice, one may be able to tolerate a finite lattice spacing as long as the ratio
mπ/mρ is realistic.

None of the computations performed so far could satisfy all of the three conditions, in
particular all computations work at rather coarse lattice spacings of the order of 0.25 fm. In
Ref. [639], the ratio mπ/mρ is realistic but mπV 1/3

≈ 3. In [645] mπV 1/3
≈ 15, but mπ/mρ ≈

0.7. In Ref. [646] calculations were performed for a range of volumes, mπV 1/3
= 3–10, and

extrapolations were made to infinite volume at a quark mass of mπ/mρ ≈ 0.3. This is also the
quark mass value used in [639, 643]. A strong dependence of the position of the critical end
point on the volume has been observed as seen in Fig. 6.212. As a result, the best estimate at
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Figure 6.212. Estimates of the critical end point of QCD overlaid on a freeze-out curve [647].
The open and filled circles are estimates for the critical end point from Refs. [639] and [646],
respectively, computed for quark mass such that mπ/mρ ≈ 0.3. For realistic quark mass, the
critical chemical potential corresponding to the critical end point is expected to decrease.

present comes out to be µE/T E
≈ 1 with T E/Tc ≈ 0.95 [646]. This is likely to decrease as

the quark mass is reduced to more realistic values.
The chemical potential at LHC energies will be quite small, however, the analysis of

particles emitted at forward and backward rapidities (but not the fragmentation region) will
be of interest, as presumably they are emitted at larger chemical potential compared to the
particles at central rapidities.

6.5.2.2. Thermodynamic fluctuations at small chemical potential. The best established
results for fluctuations of conserved quantities come from lattice computations of the quark
number susceptibilities [648]. Lattice results are also available for the baryon number
susceptibility, χB , the susceptibility of the third component of isospin, χ3, and strangeness,
χs , which are defined as

χB =
∂2 P

∂µ2
B

∣∣∣∣
µ3,µs,T,V

, χ3 =
∂2 P

∂µ2
3

∣∣∣∣
µB,µs,T,V

, χs =
∂2 P

∂µ2
s

∣∣∣∣
µB,µ3,T,V

, (6.53)

where P is the pressure, T the temperature, µB, µ3 and µs the chemical potentials associated
with baryon number, isospin, and strangeness, respectively. Results in the continuum limit
come from quenched QCD computations [644]. Comparison of quenched results with those
in dynamical 2 flavour [646, 649] and 2+1 flavour [650] QCD at similar lattice spacing shows
that, in the high temperature phase for T > 1.5Tc, there is a 5–10% effect due to unquenching.
In the high temperature phase of QCD, above 1.5Tc, there is good agreement of these lattice
results with weak coupling theory [651–653]. Figure 6.213 shows the behaviour of the baryon
chemical potential with temperature for 2 flavour QCD in the continuum limit.
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The susceptibilities, being variances and covariances of quantum numbers, also throw
light on the degrees of freedom in the hot phase of QCD [654, 655]. Lattice computations
show that this is indeed the case, and the conclusion is independent of quark masses as long
as they are substantially smaller than the charm quark [655].

Non-linear quark number susceptibilities (NLS) are higher derivatives of the pressure
with respect to chemical potentials [644]. The ratios of the fourth and second order NLS are
also sensitive to the presence of valence quarks (as was shown by a computation in quenched
QCD [644], and in two flavour QCD both with heavy pions mπ/mρ = 0.7 [656] as well
as with lighter pions mπ/mρ = 0.3 [657]). These signals indicate that quarks are definitely
the flavour carriers for T > 1.25Tc. However the higher (fourth) order NLS seem to feature
interesting structure very close to Tc as shown in Fig. 6.214 [656, 657]. While the origin of the
structure is under discussion [657, 658], it will be possible to make precise measurement of
higher order moments in ALICE. Net charge fluctuations as well as fluctuations in terms of the
fourth and higher order cumulants can be measured in terms of various collision geometries
(event centralities) as well as different cuts in transverse momenta of charged-particles.

Concerning fluctuations in the total energy of a canonical ensemble, or the temperature of
a microcanonical ensemble, the appropriate quantity to measure is the specific heat, defined
as

cv =
∂ε

∂T

∣∣∣∣
µB,µ3,µs,V

, (6.54)

where ε is the energy density and T the temperature. This has been studied recently on the
lattice in quenched QCD [646] and the result is shown in Fig. 6.215. Strong temperature
dependence is observed, which is consistent with predictions of a conformal theory, given
by cv/T 3

= 4ε/T 4 (for T > 2Tc). However, it increases as the temperature drops towards Tc.
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Figure 6.214. Fourth order cumulant of charge fluctuations showing a peak structure around
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and isospin number fluctuations [656, 657].

Below Tc the specific heat is lower. If a reliable extraction of the specific heat can be made
through event-by-event fluctuations, the rapid change with T makes it a good candidate for a
thermometer.

6.5.3. Correlations and fluctuations. The challenge of event-by-event studies is that, beyond
the fluctuations linked to the details of the phase transition, there are a number of other
fluctuations which will appear. The observed fluctuations will have contributions from
statistical fluctuations and those from dynamical origin. Contributions having dynamical
origin comprise of (a) fluctuations which do not change event-to-event, e.g., those from
Bose-Einstein (BE) correlations, resonance decays, etc. and (b) the fluctuations which have
a new physics origin and may vary from event-to-event. The fluctuations impact different
observables in different manner and act on different scales. For example, the energy and
momentum conservation correlate all particles in the collision and thus can influence
fluctuations at large scales. On the other hand, short-range correlations due to quantum
statistics obeyed by fermions and bosons result in suppression (fermions) or enhancement
(bosons) of fluctuations at small scales.

The present results at the SPS and RHIC indicate that statistical models of strong
interactions reproduce surprisingly well the energy dependence of entropy and strangeness
production [259] and the hadronization process [244, 245, 659], resulting in a correct
description of hadron yield systematics (see Section 6.2). However, the interpretation of
the data within statistical models is under discussion. It is difficult to apply QCD for the
interpretation of the experimental results since most of the effects connected to the transition
to QGP are in the domain of soft processes for which experimentally testable predictions
of QCD are not available. Attempts to build phenomenological, QCD-inspired, models have
not been very successful so far. Conclusive interpretation of the data within these models
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lattice computation of Ref. [646]. Values corrsponding to the ideal gas situation are also indicated
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seems to be impossible since one cannot estimate the uncertainties due to the approximations
introduced.

Thus, the questions concerning the interpretation of heavy-ion results unavoidably lead
to the more fundamental questions about our understanding of strong interactions and the
validity of various frameworks. In particular, further tests on limits of the application of the
statistical models are needed. Within this context the study of event-by-event fluctuations
plays a special role as it allows for independent tests of competing approaches.

It has been suggested that the processes following QGP hadronization like hadronic
rescattering [660] and resonance decays may almost completely wipe out fluctuations
originally developed in the QGP phase. Thus the propagation of fluctuation from initial stages
of collision to the freeze-out has to be considered before making any conclusions about the
fluctuations from QGP and non-QGP stages [661].

There are numerous well-established physical sources of event-by-event fluctuations in
high-energy nucleus–nucleus collisions:

• geometrical (impact parameter, number of participants, detector acceptance) [621, 662,
663];

• energy, momentum, charge conservations [664, 665];
• anisotropic flow [666];
• Bose-Einstein correlations [667, 668];
• resonance and string decays [664, 669, 670];
• jets and minijets [604, 605, 671];
• quantum statistics [669];
• temperature fluctuations [672, 673].
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Many exotic (still not observed and/or identified) phenomena may also occur and
significantly impact the observed fluctuations. Among them are:

• formation of DCC [606–610];
• colour collective phenomena [674, 675];
• frozen statistical QGP fluctuations [676, 677];
• formation of colour ropes [678].

Dedicated analysis methods and statistical tools are well established in order to study the
majority of the standard processes listed above (geometrical fluctuations, quantum statistics,
Coulomb interactions, resonance production, anisotropic flow). Their impact on event-by-
event fluctuations can therefore be estimated based on the experimental results and thus they
serve as a background above which other effects are sought.

Depending on the nature of QGP phase transition, there will be large density fluctuations
leading to droplet formation and hot spots. These will give rise to large rapidity and
multiplicity fluctuations of produced particles and have distinct effects on the space time
extent of the source [667, 668]. The Bose-Einstein correlation measurement of particle pairs
give handle on the space-time extent of the system. Up until now it has become impossible
to measure the space-time correlations on an event-by-event. As a result of the production of
large number of particle pairs in heavy-ion collisions at LHC energy, one can do single event
interferometry in ALICE. As discussed in Section 6.3 the correlation measurements in ALICE
will be sensitive enough to study source fluctuations on an event-by-event basis. Measurement
of HBT radii at different rapidity windows and multiplicity bins will be possible in ALICE.

Of special interest at LHC energies is the study of jet and minijet production in
nucleus–nucleus collisions. Since the jet/minijet production cross section measured in pp(p)
interactions strongly increases with energy, one expects that copious jet/minijet production
may be a dominant feature of heavy-ion collisions at the LHC. Standard methods developed
for the jet search in elementary interactions do not work well in the case of heavy-ion
collisions on account of the very high background of soft hadrons. Direct jet identification
is possible only at the very high pt range. On the other hand, hadrons originating from
a jet are correlated in momentum space, and therefore jet production should lead to an
increase of fluctuations. Consequently, the study of event-by-event fluctuations may yield
important information on jet/minijet production not accessible by direct methods because of
the high background. Copious jet/minijet production and consequently large fluctuations may,
however, shadow fluctuations caused by other processes of interest. It is therefore clear that
the relation between jet/minijet production and search for event-by-event fluctuations needs
careful study.

Formation of DCC is a direct consequence of the chiral symmetry restoration at high
temperatures and densities. This gives rise to anomalous fluctuations in the ratio of neutral to
charged pions. At the SPS, both WA98 and NA49 experiments searched for the formation of
DCC. The WA98 collaboration made an extensive study for the formation of DCC in global
as well as localized domains in phase space. Based on DCC simulation models upper limits
on the production of DCC have been estimated [613, 622, 624, 625]. Several methods to
search for DCC have been proposed in the literature. The sensitivity of these methods will be
discussed later in the section.

A copious production of partons, mainly gluons, due to hard and semi-hard processes, is
expected in heavy-ion collisions at the LHC. During the early stages of collision the system
is on average locally colourless, but random fluctuations can break the neutrality. Since the
system is initially far from equilibrium, specific colour fluctuations can exponentially grow
in time and then noticeably influence the evolution of the system. The very existence of



1708 ALICE Collaboration

such fluctuations would be a clear manifestation of the quark–gluon plasma where the colour
forces act well beyond the confinement scale. The colour plasma instabilities can indeed occur
due to the strongly elongated parton momentum distribution [674, 675]. These instabilities,
in particular the filamentation instability, generate collective transverse flow in heavy-ion
collisions. The occurrence of the filamentation breaks the azimuthal symmetry of the system.
The azimuthal orientation of the wave vector will change from one collision to another, while
the instability growth will lead to the energy transport along this vector. Consequently, one
expects significant variation of the transverse energy as a function of the azimuthal angle. This
expectation is qualitatively different from that based on the parton cascade simulations [679],
where the fluctuations are strongly damped due to the large number of uncorrelated partons.
On account of the collective character of the filamentation instability, the azimuthal symmetry
will be presumably broken by a flow of a large number of particles with relatively small
transverse momentum. One expects the generation of the collective transverse motion as a
result of the anisotropic pressure gradient [495, 680]. The flow is of hydrodynamic nature,
and, in contrast to the colour instability driven transport, it is strongly correlated with the
orientation of the collision plane. The collective flow can be studied by means of various
methods. The fluctuation measure 8 [662] may be used for this purpose which has been
proven to be very sensitive to the collective effects [666, 671].

Fluctuations in physical quantities that arise out of hydrodynamic predictions can discern
whether the fluid is perfect or not perfect. A dissipation in a non-perfect fluid is related
to the fluctuations of these physical quantities [666]. In this context, it has been proposed
to study elliptic flow and higher harmonics on an event-by-event basis [666]. Fluctuation
in elliptic flow is argued to be sensitive to the following physical effects: (a) filamentation
instability initiated due to the strong momentum anisotropy of the partonic system, and
the generation and subsequent explosions of the topological clusters and (b) multiplicity
fluctuations. Fluctuation of elliptic flow can be explored in detail in the ALICE experiment.

Additional valuable information on the collision dynamics, specifically on the string
fusion and percolation phenomenon, may be obtained in the event-by-event studies of the
correlations between various observables measured in separated rapidity intervals (long range
correlations). These can be studied in different rapidity intervals for multiplicity correlations,
〈pt〉 correlations and multiplicity-〈pt〉 correlations. Model-independent detailed experimental
information on long-range correlations between such observables as charge, net charge,
strangeness, multiplicity and mean transverse momentum of specific type particles could be a
new powerful tool to discriminate theoretical reaction mechanisms.

The ALICE experiment is well equipped to address all these issues. Event-by-event
fluctuations of the measured quantities can be studied in ALICE using specific analysis
methods sensitive to phase transition, deconfimement and chiral symmetry restoration.
Various aspects of these will be discussed in the rest of the section.

6.5.4. Event-by-event measurements in ALICE. ALICE is a multi-purpose experiment with
highly sensitive detectors surrounding the interaction point. The experiment is designed for
event-by-event measurement of several of the observables. The information about a collision
or an event is the collision geometry is provided by the ZDC and multiplicity detectors
as discussed in the section on event characterisation in Section 6.1. The central detectors
(−0.9< η < 0.9) with their good particle identification capabilities provide momentum
measurement for each particle species in every event. The forward detectors extend the
coverage of charged-particles and photons. Charged-particle multiplicity in the central region
is given by a combination of ITS, TPC, and TOF. A combination of these three detectors
provides momenta information and particle identification of hadrons as discussed in the
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section on particle production. The charged-particle multiplicity measurement in ITS can be
obtained to η = ±1.8 and the FMD extends these measurements from up to η = ±5.09. In
the central rapidity region PHOS with a limited coverage provides photon multiplicity and
photon momenta whereas PMD is designed for multiplicity of photons in the high particle
density region of forward rapidity (2.3< η < 3.5). A combination of information from these
detectors provides excellent opportunity to study event-by-event physics and fluctuation at
LHC energies.

6.5.5. Centrality selection for fluctuation studies. The characteristics of the phase transition
are supposed to be different with differing collision energy and also for different centralities. It
is important to have proper control over centrality for the majority of the analysis. Centrality is
normally characterised by the impact parameter of the collision or the number of participating
nucleons (Npart). As it is not possible to measure either b or Npart directly, estimations of
these quantities are based on calorimetric and multiplicity measurements. As described in
section 6.1, in ALICE it is possible to determine the centrality quite precisely in every event by
using the forward energy from ZDC and multiplicity of produced particles from multiplicity
detectors such as ITS, FMD, etc. From these one extracts the impact parameter or the number
of participants in a model dependent way. This is needed in order connect any measured
quantity with theoretical calculations and to compare them with measurements from other
experiments.

The importance of proper centrality selection for fluctuation studies can be understood in
terms of a simple participant model [596, 621, 681]. The number of produced particles (N )
in a collision depends on the centrality of the collision expressed in terms of Npart and the
number of collisions suffered by each particle. Mathematically this can be expressed as

N =

Npart∑
i=1

ni , (6.55)

where ni is the number of particles produced in the detector acceptance by the i-th participant.
On an average, the mean value of ni is the ratio of the average multiplicity in the detector
coverage to the average number of participants, i.e., 〈n〉 = 〈N 〉/〈Npart〉. Thus the fluctuation
in particle multiplicity is directly related to the fluctuations in (Npart). In order to infer any
dynamical fluctuation arising from various physics processes one has to make sure that the
fluctuations in Npart are minimal.

For a variable, X , whose distribution is Gaussian, the relative fluctuation, ωX, may be
expressed as

ωX =
σ 2

X

〈X〉
, (6.56)

where σ 2
X is the variance of the distribution and 〈X〉 denotes the mean value. Multiplicity

fluctuations and fluctuations in Npart can be obtained using this formula.
Fluctuations in Npart have been addressed at the SPS by the WA98 experiment [621]

where the centrality selections were made by using the mid-rapidity calorimeter and the zero-
degree calorimeter. Npart values are calculated using the VENUS event generator[682] and the
WA98 simulation framework.

Figure 6.216 shows the mean, sigma, χ2/ndf fit value of the Gaussian distribution and
extracted fluctuation for the number of participants for narrow centrality bins such as 0–2%,
2–4%, 4–6%, . . . , 50–52% for the WA98 experimental set-up [621]. The fluctuations in Npart

remain around unity for most of the centrality bins. On the other hand,for broad centrality
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Figure 6.216. Variation of µ, σ , and χ2/nd f for the distribution of the number of participants as
a function of centrality in case of Pb–Pb collisions at SPS energies are shown in top three panels.
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close to unity for narrow bins in centrality.

bins these fluctuations are much larger and bias the fluctuation study. This suggests narrow
cross section slices in the centrality bins are necessary to study any kind of fluctuations and
minimize the influence of impact parameter fluctuations.

In ALICE attempts will be made to study fluctuations in narrow bins of centrality which
will be obtained in combining information from ZDC and multiplicity detectors.

6.5.6. Temperature fluctuations. The concept of temperature plays a key role in the
description of relativistic heavy-ion collisions because the matter produced at early stages
of the collision achieves, at least to some extent, local thermodynamic equilibrium. Although
the thermodynamic interpretation of temperature is a subject on ongoing debate, the main
point of interest would be to find out whether there is a unique temperature of the system at
freeze-out or whether the temperature fluctuates from one collision to another [672, 673].
The ALICE experiment is capable of high-precision measurements of the event-by-event
temperature fluctuations.

6.5.6.1. Methods of study. The temperature can be inferred from the experimental data in
several ways. In particular, one analyses the pt distribution which is usually taken in the form

1

pt

dN

dpt
∝ exp

(
−

m t

T

)
, (6.57)



ALICE: Physics Performance Report, Volume II 1711

where m t ≡

√
m2 + p2

t with m being the particle mass; T is the effective temperature
which, as commonly accepted, see for example Ref. [683], combines the genuine tem-
perature T and transverse flow velocity u according to the approximate relation T =

T
√
(1 + u)/(1 − u) [684]. Obviously, the fluctuations of T and u both contribute to

that of T .
The temperature fluctuations influence the shape of the pt distribution. As shown in

Ref. [685], the T fluctuations in the exponential formula (6.57) lead in a natural way to
the power-law like form, known as the Lévy distribution. Indeed, averaging the exponential
formula over the fluctuations of 1/T which follow the gamma distribution, one gets

1

pt

dN

dpt
∝

[
1 − (1 − q)

m t

T0

] 1
1−q
, (6.58)

where 1/T0 ≡ 〈1/T 〉. The parameter q is the entropic index or non-extensivity parameter in
Tsallis statistics [686], which is connected to the size of the fluctuations. Namely,

q − 1 =
〈1/T 2

〉 − 〈1/T 〉
2

〈1/T 〉2
∼
=

〈T 2
〉 − 〈T 〉

2

〈T 〉2
, (6.59)

where the second approximate equality holds for sufficiently small fluctuations. When q = 1
there are no temperature fluctuations and the exponential formula is restored.

The Lévy type (6.58) distribution has been observed in inclusive processes [687]. The
source of such a behaviour is unknown. An event-by-event analysis of the data will help in
understanding this because of the fact that when T fluctuates from event to event, the pt

distribution in a single event differs from the pt distribution averaged over many events. In
particular, if the single-event pt distribution is given by the exponential formula (6.57) the
averaged one is that of Lévy (6.58). As shown in Ref. [688], a very large multiplicity of the
central Pb–Pb collisions allows one to observe the difference for q − 1 as small as 0.05.

Fluctuations in temperature may be studied more quantitatively by using a method
proposed and developed in Ref. [689]. The temperature variance can be found by measuring
the event’s transverse mass defined as

µT =
1

N

N∑
i=1

mi
T , (6.60)

where N denotes the event’s multiplicity and mi
T is the transverse mass of i-th particle. If the

single particle pt distribution is of the form given in Eq. 6.57, then the event’s temperature
can also be expressed in terms of µT . By measuring µT on an event-by-event basis one
can get the fluctuation in temperature as the variance, defined as, 〈T 2

〉 − 〈T 〉
2. However, the

statistical fluctuations due to the finite event multiplicity have to be subtracted from the result.
The variance of T because of statistical fluctuations has been estimated in terms of a simple
simulation [689] to see how well the subtraction procedure works. It appears that for event
multiplicity N as small as 10 the value of q > 1.05 can be unambiguously observed provided
the single-particle pt distribution is indeed described by Eq. (6.57).

The temperature fluctuations can also be observed by analysing the event-by-event pt

fluctuations by means of the 8 measure [662]. The 8 measure is defined by introducing a
single-particle variable z = x − x with the over-line denoting average over a single particle
inclusive distribution. The event variable Z , which is a multi-particle analogue of z, is defined
as Z =

∑N
i=1(xi − x), where the summation runs over particles from a given event. Finally,

the 8 measure is defined as

8=

√
〈Z2〉

〈N 〉
−

√
z2 . (6.61)
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Following this procedure, 8pt for fluctuating T was computed in [689]. If P(T )(pt)

denotes the single-particle transverse momentum distribution in events with temperature T
which is assumed to be independent of the event multiplicity, N , then, the inclusive transverse
momentum distribution turns out to be

Pincl(pt)=

∞∫
0

dT P(T ) P(T )(pt) , (6.62)

where P(T ) describes the temperature fluctuations. The N particle transverse momentum
distribution in the events of multiplicity N is assumed to be the N product of P(T )(pt)

weighted by the multiplicity and temperature distributions. One finds

〈Z2
〉 =

∑
N

PN

∞∫
0

dT P(T )
∞∫

0

dp1
T P(T )(p

1
T ) . . .

∞∫
0

dpN
T P(T )(p

N
t )

×

(
p1

t + . . .+ pN
t − N pt

)2
,

where PN is the multiplicity distribution. In the limit m = 0, the pt distribution (6.57) acquires
a simple exponential form and one easily computes z2 and 〈Z2

〉. Assuming additionally that
the N and T fluctuations are small, one gets a very simple result:

8(pt)=
√

2 〈N 〉
〈T 2

〉 − 〈T 〉
2

〈T 〉
=

√
2 〈N 〉 〈T 〉 (q − 1) . (6.63)

Thus, 8 has a linear dependence on the variance of the temperature. The results for the 8
measure is presented in the following subsection.

These three methods of studying temperature fluctuations can be explored for an
unambiguous answer about the event-by-event temperature fluctuations.

6.5.6.2. Temperature fluctuation study in ALICE. It is expected that large number of particles
will be produced in central Pb–Pb collisions at LHC energies. This will permit to have pt

distributions of identified particles in every event. Presently this is studied using AliRoot
simulation framework starting with events generated by using HIJING [636] generator
for impact parameters between 0–5 fm. The combined particle identification algorithm as
described in the performance section of this document is used to get tracks and particle-id for
pions, kaons, and protons. Using these results multiplicity and pt distribution of reconstructed
tracks and identified particles are studied. Figure 6.217 shows the normalised pt distribution
of identified pions for (a) 3250 events and (b) one typical event. The solid lines are exponential
fits to the data. The inverse slope parameters, which give estimates of the temperature, have
been extracted from both the spectra. The slope parameters with the error bar (only from
fitting) have been indicated in the figure.

The slope parameters obtained from single events as in Fig. 6.217(b) for a large number of
generated events are plotted in Fig. 6.218. This distribution can be studied to get information
about temperature fluctuations. The nature and amount of fluctuation in the data have to be
studied by comparing the data distributions to generated mixed events sample and information
from event generators. The temperature fluctuation extracted from the slopes of fitted pt

distributions provides complimentary information to those obtained from other methods.

6.5.7. 〈pt〉 fluctuations. The mean transverse momentum of emitted particles in an event
is related to the temperature of the colliding system. So the event-by-event fluctuations
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Figure 6.217. Normalised pt distribution of pions for (a) 3250 events and (b) a single event for
central Pb–Pb collisions at

√
sNN = 5.5 TeV. The solid lines are exponential fits to the data points
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Figure 6.218. Inverse slope parameters of the pt distribution of pions obtained for single events
for central Pb–Pb collisions at

√
sNN = 5.5 TeV. The mean value turns out to be 193.5 MeV with

an r.m.s. of 3.2 MeV (fits are made within the pt range of 0.2 GeV/c to 2.0 GeV/c).

of average pt will be sensitive to the temperature fluctuations predicted for QCD phase
transitions. The dependence of the 〈pt〉 and its fluctuation is predicted to exhibit thermal
equilibrium [690].

The fluctuations in 〈pt〉 have been measured by NA49, CERES, STAR and PHENIX
experiments. The NA49 experiment was the first to report Gaussian behaviour of the event-by-
event mean pt for central events in Pb–Pb collisions at

√
sNN = 17.2 GeV as shown in the left

panel of Fig. 6.219 [612, 613]. Analysis of the mean and sigma of the distribution indicated
that the measured fluctuations are consistent with the expectation derived within statistical
models of particle production when effects due to quantum statistics, Coulomb interaction,
and resonance decays are taken into account [669, 681].

Systematic, quantitative study of event-by-event fluctuations is made using the8measure
of fluctuations [662] or closely related measures [691]. The 8 measure allows us to remove
the influence of ‘unwanted’ volume fluctuations (due to variations in the impact parameter
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Figure 6.219. The left panel shows the event-by-event fluctuations of the mean transverse
momentum for central Pb–Pb collisions at

√
sNN = 17.2 GeV as measured by NA49. The solid

line indicates results from mixed events. The rigtht panel gives the dependence of 8pt on the
number of wounded nucleons for nucleus–nucleus collisions and inelastic pp interactions at
√

sNN = 17.2 GeV. The results indicate significant non-statistical fluctuations for light nuclei as
well as peripheral Pb–Pb collisions [612].

of the collision resulting in turn in variations in the number of nucleons participating in
the collision). It may be noted that the value of 8pt for uncorrelated particle production is
equal to zero. The values of 8pt (the measure of transverse momentum fluctuations) obtained
for all inelastic pp interactions and nucleus–nucleus (from C–C to central Pb–Pb) collisions
at

√
sNN = 17.2 GeV are shown in the right panel of Fig. 6.219 as a function of the mean

number of wounded nucleons [612] at forward rapidities (4.0< y < 5.5). The results indicate
significant non-statistical fluctuations of transverse momentum for light nuclei and peripheral
Pb–Pb collisions. Similar results have been reported by PHENIX at RHIC [627, 628]. For
central Pb–Pb (Au–Au) collisions significant non-statistical pt fluctuations are reported at
mid-rapidity by STAR [631, 632] and CERES [626] experiments.

In ALICE, it will be possible to study fluctuations of mean transverse momentum for
identified particles for different colliding systems and system centralities. Using the AliRoot
simulated events discussed earlier, mean pt distributions for identified pions, kaons and
protons are obtained for a sample of 3250 events with b < 5 fm for Pb–Pb collisions at
√

sNN = 5.5 TeV. The distributions are shown in Fig. 6.220. The mean values of 〈pt〉 come
out to be 488.7 MeV, 581.2 MeV and 746.5 MeV with r.m.s. values of 7.2 MeV, 19.5 MeV
and 25.5 MeV for pions, kaons and protons, respectively. These distributions will be studied
in detail along with the mixed events for different fluctuation measures. The values of 〈pt〉

and their fluctuations are sensitive to QGP phase transition [597–602]. It would be essential
to have these values from ALICE and see how these compare to the existing experimental
data [692, 693] and theoretical calculations.

6.5.8. Multiplicity fluctuations. Multiplicity of produced particles is an important quantity to
characterise the evolving system in a heavy-ion collision. Fluctuation of particle multiplicity
from event to event may provide a distinct signal of the QGP phase transition. Several methods
have been proposed to study event-by-event multiplicity fluctuations. A few of these methods
are discussed here.
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Figure 6.221. Minimum bias multiplicity distributions of photons and charged-particles for Pb–Pb
reactions at

√
sNN = 17.2 GeV as measured by the WA98 experiment [621]. The distributions for

the top 1%, 2% and 5% most central events are shown and fitted by Gaussian distributions.

Since the multiplicity distributions for narrow bins in centrality can be described
by Gaussians distributions, the SPS experiments WA98 [621] and NA49 [615] used the
normalised variance to quantify multiplicity fluctuations. In a simple participant model the
multiplicity of produced particles may be expressed as given in Eq. 6.55. The fluctuations
in multiplicity may be studied by a simple expression as given in Eq. 6.56. Figure 6.221
shows the minimum bias multiplicity distributions for charged-particles and photons in Pb–Pb
collisions at

√
sNN = 17.2 GeV [621]. The multiplicity distributions for the top 1%, 2%,

and 5% most central events are shown and fitted by Gaussian distributions. Multiplicity
fluctuations of charged-particles and photons at various centrality bins going from central
collisions at the left to peripheral at the right are shown in Fig. 6.222. The results are compared
to calculations of participant model and VENUS calculations. The experimental data are
found to agree reasonably well with results obtained from a simple participant model that
takes into account impact parameter fluctuations. Recent NA49 results NA49 (see Fig. 6.223)
show deviations from HIJING calculations [619]. The behaviour of the scaled variance is
similar for positively and negatively charged-particles.

Multiplicity fluctuations can be studied using the ALICE experimental set-up. Charged-
particle multiplicity distribution for central events in ALICE has been simulated in the
AliRoot framework. This is shown in Fig. 6.224. For studying multiplicity fluctuatinin detail,
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these distributions will be made for various centrality and pt bins, and compared to results
from mixed events as well as participant and other model predictions in order to make any
conclusion about the presence or absence of fluctuations.
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Figure 6.224. The event-by-event multiplicity distribution of charged-particles for simulated
Pb–Pb events at

√
sNN = 5.5 TeV.

6.5.9. Fluctuations in particle ratio and strangeness. Early theoretical investigations
[236, 694] have suggested that in case of large differences in free enthalpy of the hadronic and
the QGP phases, a marked overheating-supercooling fluctuation might set in at temperatures
around the critical temperature Tc, which is reflected in the broadening of the event-by-event
ratio of kaon to pion yields. Recent calculations also suggest that the fluctuation patterns of
event-by-event observables may be altered in the vicinity of the QCD phase boundary and
especially in the vicinity of the tricritical point. It is suggested that strangeness fluctuations,
especially fluctuations in K/π ratio, are sensitive to QCD phase transitions.

Both the NA49 experiment at SPS and STAR experiment at RHIC have studied event-
wise kaon to pion ratio in detail. Both the experiments are well suited for event-by-event
measurement of particle ratios. Recent analysis of event-by-event [K + + K −]/[π+ +π−] and
[p + p̄]/[π+ +π−] have been performed for Pb–Pb collisions at fixed beam energies of 20, 30,
40, 80 and 158 A GeV by the NA49 collaboration [695]. At all five available beam energies
the 3.5% most central Pb–Pb collisions were selected based on projectile spectator energy.
The distributions of the particle ratios of kaons to pions and protons to pions at 20, 40 and
158 A GeV are shown in Figs. 6.225 and 6.226 [695, 696], respectively. The contribution due
to finite number fluctuations in the particle multiplicities and effects of detector resolution are
estimated using the mixed event technique. The mixed events are then subjected to the same
fitting procedure as the real events.

For each data set, an estimation of the dynamical fluctuations may be made from the
widths of the distribution of particle ratios in real data compared to those of the corresponding
mixed events. This is denoted by

σdyn = sign(σ 2
data − σ 2

mixed)

√
|σ 2

data − σ 2
mixed|. (6.64)

Left and right panels of Fig. 6.227 show the energy dependence of the event-wise
dynamical fluctuations in the ratios (K + + K −)/(π+ +π−) and [p + p̄]/[π+ +π−], respectively
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]-π++π]/[p[p+
0 1 2 3 4 5

E
ve

n
ts

1

10

10
2

10
3

10
4

PbPb 20 AGeV
Data
Mixed Events__

dynσ  = -8.3+/-0.34%

]-π++π]/[p[p+
0 0.5 1 1.5 2

E
ve

n
ts

1

10

10
2

10
3

10
4

PbPb 40 AGeV
Data
Mixed Events__

dynσ  = -7+/-0.17%

]-π++π]/[p[p+
0 0.2 0.4 0.6

E
ve

n
ts

1

10

10
2

10
3

10
4

PbPb 158 AGeV
Data
Mixed Events__

dynσ  = -4.7+/-0.17%

Figure 6.226. Distributions of the event-by-event [p + p̄]/[π+ +π−] ratios for data (points) and
mixed events (histograms) for central (top 3.5%) Pb–Pb collisions at 20, 40, 158 A GeV [695].

[695, 696]. Fluctuations of the K/π ratio are positive and decrease with beam energy. The
distributions of the [p + p̄]/π ratio shows that the width in case of the data is smaller than
those of the mixed events. This gives rise to negative dynamical fluctuations which can be
understood by considering resonance decays for pions and protons. The magnitude of the
negative fluctuation signal in the [p + p̄]/π channel may be related to the relative contribution
of resonance decay products in the final state of the collision.

The data have been compared to the UrQMD model [697]. In this model, by construction,
no fluctuations due to a potential phase transition are present, while resonance decays
are included as well as effects of correlated particle production due to quantum number
and energy–momentum conservation laws. The energy dependence of the event-by-event
[p + p̄]/π ratio in UrQMD closely matches the energy dependence observed in the data, as
shown in Fig. 6.227. This lends further support to interpreting the negative fluctuation signal
resulting from resonance decays. With fluctuations of the event wise K/π ratio, the energy
dependence of the signal cannot be reproduced in the cascade model. Since the relative
contribution of resonances changes dramatically with incident beam energy, one concludes
that in the K/π ratio resonances do not give a significant contribution to the fluctuation signal.
The finite fluctuation signal in the UrQMD model can be attributed to correlated particle
production due to conservation laws.

The STAR experiment at RHIC has also performed a relevant study on the event
wise fluctuations of the K/π ratio for Au–Au collisions at

√
sNN = 62.4 GeV and

√
sNN =

200 GeV [634]. Figure 6.228(a) shows the distribution of K/π ratio for the top 5% central
Au–Au collisions at 200 GeV. The distributions from real and mixed events are superimposed
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Figure 6.228. (a) Distribution of K/π ratio from data and mixed events from Au–Au at 200
GeV. The calculated dynamical fluctuation comes out to be σdyn = 4.6 ± 0.038%. (b) Excitation
funciton for σdyn compiled from AGS to RHIC energies.

to help comparing the widths of the distributions. The STAR experiment also measured
the K +/π+ and K −/π− ratios and obtained the corresponding measures of dynamical
fluctuations: σdyn = 3.06 ± 0.88% and σdyn = 3.61 ± 0.67% respectively.

In Fig. 6.228(b) the energy dependence (excitation function) of σdyn is plotted [634]
from AGS to RHIC energies. One observes that the observed dynamical fluctuations take
their maximum value for the lowest SPS energy and then decreases towards the highest
SPS energy [695, 696]. The measured dynamical fluctuations increase as one goes to RHIC
energies.

Fluctuations in particle ratio and strangeness can be carefully studied in ALICE. Using
the simulated events as discussed earlier, ratio of kaons to pions and protons to pions are
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Figure 6.229. Ratios of event-by-event (a) kaons to pions and (b) protons to pions in simulated
central Pb–Pb events at

√
sNN = 5.5 TeV within the ALICE acceptance for central detectors

(0.9< η < 0.9).

plotted in Fig. 6.229 for central rapidity (−0.9< η < 0.9). The K/π ratio has a mean of
0.073 and r.m.s. of 0.005 whereas the ratio of p/π has a mean of 0.054 with a r.m.s. value
of 0.004. These distributions will be investigated in detail using data from experiment, mixed
events and generated events.

6.5.10. Fluctuations of conserved quantities. The major advantage [676, 677] of studying
fluctuations of conserved quantities is that their relaxation time in a thermal system is much
slower than that of non-conserved quantities, since there is no process which can generate
conserved quantum numbers from the vacuum or via particle collisions. A detailed discussion
of the relaxation time of fluctuation of conserved quantities is provided in Ref. [660]. As
a consequence, the fluctuation of conserved charges such as net electric charge or baryon
number may provide information from deep inside the system created in these collisions,
where possibly a system with different degrees of freedom existed.

In addition, the fluctuations of baryon number and charge are sensitive to the fractional
charge to baryon number carried by the quarks in the QGP, and may provide therefore an
important signature for the existence of a deconfined phase as discussed in detail below. Of
course, global charge conservation leads to vanishing fluctuations once the entire system is
considered. Appropriate corrections have to be applied while considering only a fraction of
the produced particles.

Fluctuation in electric charge can be simply expressed by〈
(δQ)2

〉
=
〈
Q2
〉
− 〈Q〉

2 , (6.65)

where Q is the net charge measured in the acceptance. For a system of several particle species
i with charges qi and multiplicities ni , one writes

Q =

∑
i

qi ni , 〈Q〉 =

∑
i

qi 〈ni 〉 ,

and
〈
(δQ)2

〉
=

∑
i

(qi )
2
〈ni 〉 +

∑
i,k

c(2)ik 〈ni 〉 〈nk〉 qi qk, (6.66)
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where c(2)i,k are the normalised two-particle correlation functions given by:

c(2)i i =
〈ni (ni − 1)〉

〈ni 〉
2 − 1, (6.67)

c(2)ik =
〈ni nk〉

〈ni 〉 〈nk〉
− 1 if i 6= k . (6.68)

Correlations introduced by particle interactions, such as resonances affect the fluctua-
tions [698–701]. The fluctuation measures may also be used to measure particle correlations
in these systems. If, on the other hand, the particles are uncorrelated, the second term of
Eq. (6.66) vanishes.

In a thermal system the charge fluctuations are given by the charge susceptibility:

V TχQ = −T
∂2 F

∂µ2
Q

, (6.69)

which for a macroscopic system measures the response to external electric fields. In the case
of a free uncorrelated pion gas the charge fluctuations are then〈

(δQ)2
〉
π−gas = 〈N+〉 + 〈N−〉 = 〈Nch〉 , (6.70)

where Nch is the total number of charged-particles. For a QGP, on the other hand, assuming
uncorrelated quarks and gluons, one obtains〈

(δQ)2
〉
QGP = q2

u 〈Nu + Nū〉 + q2
d

〈
Nd + Nd̄

〉
=

5

18

〈
Nq
〉
, (6.71)

where Nq is the total number of quarks in the system. The contribution of heavy quarks can
be neglected assuming their yield is suppressed.

Note that in the case of QGP formation, the charge fluctuations depend on the square of
the fractional charge of the quarks. In order to expose the dependence on the fractional charge,
one should divide the charge fluctuations by the number of particles or the entropy carried by
the system. A good measure for the entropy is the number of charged-particles in the final
state and thus the observable〈

(δQ)2
〉

〈Nch〉
(6.72)

should be sensitive to the fractional charges of the QGP. Indeed, using Nch ' Nq + Ng (which
follows from the assumption of entropy conservation), where Ng is the number of gluons (for
detailed discussion see Ref. [677]) one obtains〈

(δQ)2
〉

〈Nch〉 QGP
' 0.2 (6.73)

and 〈
(δQ)2

〉
〈Nch〉 π−gas

= 1 (6.74)

for the pion gas. Correcting for quantum statistics and taking hadronic resonances into
account, which introduce correlation terms (see Eq. 6.66), for the hadron gas one gets〈

(δQ)2
〉

〈Nch〉 hadron−gas
' 0.75. (6.75)
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On the quark–gluon plasma side, one can consult Lattice QCD calculations, available
for the charge fluctuations as well as for the entropy as discussed earlier. In this case one
finds [677] 〈

(δQ)2
〉

〈Nch〉 QGP
' 0.25 − 0.4, (6.76)

where the uncertainty is due to the way in which entropy is related to the number of charged-
particles (see Refs. [676, 677]).

To access this observable in the experiment it is not sufficient to simply measure the
charge fluctuations and the number of charged-particles separately. As can be seen from
Eq. 6.66 the magnitude of the charge fluctuations scales with the number of charged-particles
in the system, i.e. it scales with the system size. Therefore fluctuations of the system size,
or impact parameter fluctuations, which are present even if centrality cuts are applied, will
contribute to the charge fluctuations. Of physical interest, however, are the charge fluctuations
due to density fluctuations. Thus, the effect of volume fluctuations has to be removed by an
appropriate choice of observables.

It has been shown in Ref. [664] that the8q measure is less sensitive to the biasing effects
than the originally proposed D̃ measure. Both are sensitive to the hypothetical suppression of
fluctuations in charge particles due to QGP creation. Similar information may also be obtained
by measuring balance functions described later in this section.

6.5.10.1. Net charge fluctuations. Recent suggestions [676, 677] that event-by-event
fluctuations of electric charge in high-energy A–A collisions may provide information on the
state of matter at the early stage of the collision triggered corresponding experimental studies.
The first results [612, 629–631] indicate that the net electric charge fluctuations are governed
by the conservation of electric charge [664, 665, 702] and that additional contributions, if any,
are small. Event-by-event fluctuations of the electric charge are expected to be suppressed
as a consequence of deconfinement [676, 677]. Estimates of the magnitude of the charge
fluctuations indicate that they are much smaller in a quark–gluon plasma than in hadron gas.

Different measures for studying charge fluctuations are applied by the experiments NA49,
PHENIX and STAR. One of them is the 18q which is used by the NA49 experiment and
is defined as: 18q =8q −8q,GCC. 8q is the established measure 8 of the event-by-event
fluctuations [662, 664] and 8q,GCC is the value of 8q corresponding to a scenario where
particles are correlated only by global charge conservation and is given by [664] 8q,GCC =
√

1 − P − 1 where P = 〈Nch〉/〈Nch〉tot, with 〈Nch〉 and 〈Nch〉tot being the mean charged-
particle multiplicity in the detector acceptance and in the full phase space respectively.

In Fig. 6.230 the8q and18q values are plotted as a function of 〈Nch〉/〈Nch〉tot for central
Pb–Pb collisions at 20–158 A GeV [616]. The main trend observed in the data is a monotonic
decrease with increasing fraction of accepted particles. This is approximately reproduced by
introducing global charge conservation as the only source of correlations. One can notice
from Fig. 6.230(b) that the measured 18q values are close to zero as expected for a gas
of pions correlated only by global charge conservation [665]. The results of a model which
incorporates intermediate resonances [616, 664] show that the decay of the ρ meson may
increase the initial QGP charge fluctuations to 18q ≈ 0 and thereby completely masking a
possible QGP signal at SPS energies.

At RHIC, both PHENIX and STAR experiments have studied net charge fluctuations for
Au–Au interactions at

√
sNN = 130 GeV. In the PHENIX experiment, the fluctuations were

studied in the variable, Q = n+ − n− [629] with a variance

V (Q)= 〈Q2
〉 − 〈Q〉

2
= nch. (6.77)
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Figure 6.230. The dependence of (a) 8q and (b) 18q on the fraction of accepted particles for
central Pb–Pb collisions at 20–158 AGeV. In (a) the dashed line shows the dependence expected
for the case where the only source of particle correlations is the global charge conservation.
In (b) the prediction for the ideal QGP is indicated by the dashed curve (QGP), whereas the
prediction for the QGP including hadronization and resonance decay is shown by the dotted curve
(QGP + hadronization)

The experimental data behave in an almost stochastic matter, and there is a reasonable
agreement between data and RQMD calculations, including the effects of global charge
conservation and neutral hadronic resonances decays. Furthermore, the data show no
centrality dependence [629].

The STAR experiment has discussed the fluctuations as the difference of the number of
positive and negative particles in a fixed rapidity range, defined as [691]

ν+− =

〈(
N+

〈N+〉
−

N−

〈N−〉

)2
〉
. (6.78)

The dynamical fluctuations are defined as ν+−,dyn = ν+− − ν+−,stat, where

ν+−,stat =
1

〈N+〉
+

1

〈N−〉
. (6.79)

The dynamical fluctuations of the 5% most central collisions are obtained as [630]

ν+−,dyn = −0.00236 ± 0.00006(stat)± 0.00012(syst).

This was compared to results from PHENIX [629] by modifying the expression of v(Q) in
order to take acceptance effects into account [691]:

ν+−,stat =
4

N+ + N−

· (v(Q)− 1), (6.80)

which gives

ν+−,dyn = −0.0018 ± 0.0004(stat)± 0.0009(syst)

in agreement with the value measured by the STAR collaboration for the 11% central
collisions. A comparison of the STAR measurements with thermal models [677, 704] indicates
fluctuations at a level that might be expected if the Au–Au system behaved like a resonance
gas. Although the size of the fluctuations is larger than expected for a quark–gluon gas,
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Figure 6.231. Results for charge fluctuation calculations [703] obtained for PHENIX [629] and
STAR [630] experiments for Au–Au collisions at

√
sNN = 130 GeV.

limitations of the model used [630] prevent a conclusion on the existence or non-existence
of a quark–gluon plasma phase based on the above results.

Figure 6.231 gives a compilation of net charge fluctuation results from PHENIX and
STAR experiment [703] for Au–Au collisions at

√
sNN = 130 GeV in terms of 8q variable.

Superimposed on the plots are curves representing the predictions for independent particle
emission, quark coalesence, resonance gas and QGP after correcting for acceptances of the
detectors. The results are closer to independent particle emission and the resonance gas
scenarios.

6.5.11. Balance functions. The Balance Functions (BF), introduced by Bass, Danielewicz
and Pratt [705] provides an important measure of correlations. It measures the correlation of
the oppositely charged-particles produced during a heavy-ion collision, and its width can be
related to the time of hadronization. The BF is derived from the charge correlation function
that was used to study the hadronization of jets in pp collisions at the ISR [706] and e+e−

annihilations at PETRA [707, 708]. The first results on the BF were obtained for Au–Au
collisions by the STAR collaboration at RHIC [636].

The motivation for studying the BF comes from the idea that hadrons are produced locally
as oppositely charged-particle pairs. Particles of such a pair are separated in rapidity due to
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the initial momentum difference and secondary interactions with other particles. Particles of
a pair created earlier are separated further in rapidity because of the expected large initial
momentum difference and the long lasting rescattering phase. On the other hand, oppositely
charged-particle pairs that were created later are correlated within a smaller interval1y of the
relative rapidity. Our aim is to measure the degree of this separation of the balancing charges
and to find possible indications for delayed hadronization.

The BF can be studied as a function of several parameters in order to gain insight
about different physics mechanisms. The BF can be studied as a function of the relative
pseudorapidity difference for all charged-particles, and can be written as B(1η) [617, 636].
In addition, there is the possibility to study the BF for different particle species. For example,
one can analyse the correlations between oppositely charged pions, kaons (and thus extend
the method to a strange-anti strange correlation study) or even protons (extension to baryon-
antibaryon study) [633]. By performing this study, one could gain insight about the possible
different mechanisms that are important in the creation process for these species. Furthermore
the BF can be studied as a function of the azimuthal angle φ as proposed in [709] and thus
translate the correlation function into a measure of transverse flow. By doing that one will
be able to quantify the transverse flow for different particle species (pions, kaons, protons) by
analysing the B(1φ) for identified oppositely charged-particles. Finally, the BF can be studied
as a function of the invariant relative momentum Qinv [710]. This variable is suggested to yield
a clearer insight for interpreting the physics of the balancing charges as well as providing a
better illumination of the distorting effects.

In order to examine the η correlation of charged-particles the BF is defined as a difference
of the correlation function of oppositely charged-particles and the correlation function of like-
charge particles normalised to the total number of particles. The general definition of the BF
reads [705]

B(P2|P1)=
1

2

[
N (b, P2|a, P1)− N (a, P2|a, P1)

N (a, P1)
+

N (a, P2|b, P1)− N (b, P2|b, P1)

N (b, P1)

]
,

(6.81)

where a and b could be different kinds of particles, whereas P1 and P2 could be intervals
in pseudorapidity. For example a could refer to all negative particles and b to all positive
particles. Alternatively P2 could be an interval of the relative pseudorapidity 1η = |ηb − ηa|

of the oppositely charged-particles, whereas P1 could be the interval of the pseudorapidity
of the produced particles that is covered by the detector. In the numerator, N (b, P2|a, P1)

represents a conditional probability of observing a particle of type b in bin P2 given the
existence of a particle of type a in bin P1. The terms N (b, P2|a, P1), N (a, P2|a, P1),
N (a, P2|b, P1), and N (b, P2|b, P1) are calculated using pairs from each event and the
resulting values are summed over all events. For example, the term N (b, P2|a, P1) is
calculated by counting all possible combinations of a positive particle in P2 and a negative
particle in P1 in an event and summing the number of combinations over all events. The other
three terms are calculated analogously. The terms N (a, P1) and N (b, P1) are the total number
of negative and positive particles, respectively, that are within the pseudorapidity interval P1,
summed over all events.

In this case, a and b are the negative and positive particles, respectively, that are within
the pseudorapidity interval P1 and have a pseudorapidity difference 1η. Thus, with this
formulation, the definition of the BF takes the following form:

B(1η)=
1

2

[
N+−(1η)− N−−(1η)

N−

+
N−+(1η)− N++(1η)

N+

]
. (6.82)
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Figure 6.232. The dependence of the width of Balance Function on the number of wounded
nucleons for pp, C–C, Si–Si and Pb–Pb collisions at (a)

√
sNN = 17.2 GeV, and (b)

√
sNN =

8.8 GeV, as measured by the NA49 experiment, shown for different cases.

The most interesting property of the BF is its width. Early stage hadronization is expected
to result in a broad BF, while late stage hadronization leads to a narrower distribution [705].
The width of the BF can be characterised by the weighted average 〈1η〉:

〈1η〉 =

k∑
i=0

(Bi ·1ηi )

/
k∑

i=0

Bi , (6.83)

where i is the bin number of the BF histogram.
In the following, the corresponding results from both SPS (NA49) and RHIC (STAR)

experiments are discussed and reference will be made to the most established theories that
provide both qualitative and quantitative interpretation to these results. Finally, extension of
the method to LHC energies will be presented.

6.5.11.1. System size and centrality dependence. The recent results that are included in this
section come from the analysis of pp, C–C, Si–Si, and Pb–Pb collisions at

√
sNN = 17.2 GeV

and
√

sNN = 8.8 GeV (NA49–SPS) [617] and the corresponding analysis of Au–Au collisions
at

√
sNN = 130 GeV (STAR–RHIC) [636]. The conditions and details concerning the analysis

procedure are described in [617, 636]. The BF for each centrality class was also calculated
for mixed events produced with the shuffling mechanism to estimate the maximum possible
value of the width of the BF while retaining the constraint of charge conservation [617, 636].

In order to further investigate the origin of the system size and centrality dependence of
the BF, the HIJING event generator was used to generate A+A collisions for the highest SPS
and the corresponding RHIC energy. Fig. 6.232(a) shows the dependence of the width 〈1η〉

of the BF on the mean number of wounded nucleons 〈NW 〉 for the highest SPS energy. The
results for pp, C–C and Si–Si collisions are also included. The width decreases monotonically
with 〈NW 〉. On the other hand, the width of the BF from both HIJING and shuffled data does
not show any clear dependence on centrality [617]. Fig. 6.232(b) shows the dependence of
the width 〈1η〉 of the BF on the mean number of wounded nucleons 〈NW 〉 for the lower
SPS energy (

√
sNN = 8.8 GeV). The width decreases monotonically with 〈NW 〉 also for this

energy. On the other hand, the width of the BF from shuffled data does not show any clear
dependence on centrality.
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Figure 6.233. The dependence of the width of BF on the normalised impact parameter b/bmax, as
measured by NA49 for Pb–Pb collisions at

√
sNN = 17.2 GeV and by STAR for Au–Au collisions

at
√

sNN = 130 GeV.

The results from the analysis performed for Au–Au collisions at
√

sNN = 130 GeV by the
STAR collaboration at RHIC [636] are plotted in Fig. 6.233. The width of the BF decreases
from peripheral to central collisions by 17 ± 3% for the NA49 data, whereas for the higher
energy STAR data the corresponding decrease is of the order of 14 ± 2% [617]. It needs to be
mentioned that there should be no direct comparison between the actual values of the widths
for the two experiments since first of all the BF is studied in different pseudorapidity intervals
and the analysis procedure (event and track quality cuts) is not identical. Thus, the proposed
way to compare the two effects is simply by studying the slope.

6.5.11.2. Pseudorapidity dependence. An attempt has been made to study the centrality
dependence of the width of BF in different pseudorapidity intervals for both energies in the
NA49 set-up. This was done in order to test the theory upon which the BF is based [705],
and which describes the hadronization process mainly as the creation of oppositely charged-
particles at the same location in space-time. In order to perform this study, the pseudorapidity
interval that was analysed was shifted towards the forward region. In particular, the intervals
are 3.361η 6 4.7 and 4.061η 6 5.4 for

√
sNN = 8.8 and

√
sNN = 17.2 GeV, respectively,

while the previous ones were 1.861η 6 3.2 and 2.561η 6 3.9.
Figure 6.234 shows the dependence of the width 〈1η〉 of the BF on the mean number

of wounded nucleons 〈NW 〉 for the
√

sNN = 17.2 GeV (left plot) and for the
√

sNN = 8.8 GeV
(right plot) in this forward region. The width of the BF for all data samples (real, shuffled and
HIJING data) does not show any clear dependence on centrality.

The main conclusion from this study is that the effect is located in the mid-rapidity region.
This can be explained if one takes into account the fact that the width of the BF is a measure of
correlations. Thus there may be an excess of correlation in the mid-rapidity region compared
to the forward one.



1728 ALICE Collaboration

>W<N

0 50 100 150 200 250 300 350

>η
∆

<

0.3

0.4

0.5

0.6

0.7

0.8

(a)
DATA
HIJING
SHUFFLING

p+p C+CSi+Si Pb+Pb

>W<N

0 50 100 150 200 250 300 350

>η
∆

<

0.3

0.4

0.5

0.6

0.7

0.8

(b)
DATA
SHUFFLING

C+CSi+Si Pb+Pb

Figure 6.234. The dependence of the widths of BF on the number of wounded nucleons for pp,
C–C, Si–Si and Pb–Pb collisions at

√
sNN = 17.2 GeV (left plot) and

√
sNN = 8.8 GeV (right plot)

in the forward pseudorapidity region as measured by the NA49 collaboration [620].

6.5.11.3. Balance function for pions and kaons. An attempt to study the centrality
dependence of the BF for identified pions and kaons has been performed by the STAR
collaboration [633]. This investigation was motivated by the principles of the BF described
in [705], which in particular suggest that the width of the distribution of heavier particles is
narrower than the one for lighter particles. Charged kaons and pions produced in Au–Au
collisions at

√
sNN = 200 GeV and at pp collisions at

√
s = 200 GeV were identified and

used in order to examine the possible centrality dependence for each particle family. The
conclusions extracted from this analysis were that the BF for kaons are narrower than the ones
for pions at all centrality classes. This confirms the original expectations. Furthermore, BFs
for pions are narrower for central Au–Au collisions than in peripheral Au–Au collisions [633],
whereas there is no evidence of such centrality dependence for BF of kaons. The fact that the
BFs for kaons does not narrow with centrality may indicate a different hadronization process
for kaons than for pions.

6.5.11.4. Energy dependence. The energy dependence of the BF was studied within the
NA49 detector acceptance. The most central Pb–Pb events were analysed throughout the
whole SPS energy range. These data samples are passed once again through the shuffling
mechanism so that one can estimate the largest value of the width for each energy. The
pseudorapidity interval analysed for each energy was limited to the same range. In order
to quantify the decrease of the width for different energies, the normalised parameter W is
calculated as

W =
100 · (〈1η〉shuffled − 〈1η〉data)

〈1η〉shuffled
. (6.84)

The left panel of Fig. 6.235 shows the dependence of this parameter on the
√

sNN [620].
As far as the data is concerned, after the use of acceptance filter, one notices a first indication of
an energy dependence. The normalised parameter W takes a small value for the central Pb–Pb
collisions at

√
sNN = 6.3 GeV. Then takes a somehow constant value for the intermediate

SPS energies and finally rises as towards top SPS energy of
√

sNN = 17.2 GeV. In addition,
two model comparisons are made in order to further investigate this energy dependence.
The UrQMD and the Hadron-String Dynamics (HSD) transport approach [711] are two
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Figure 6.235. The dependence of the normalised parameter W on the
√

sNN for central Pb–Pb
collisions in the SPS energy range after applying the acceptance filter (left plot). Comparisons
with models are also shown. The right panel shows the W parameter from NA49 as well as from
the STAR experiment for Au–Au collisions at

√
sNN = 200 GeV.

microscopic models used to simulate (ultra)relativistic heavy-ion collisions in the energy
range from Bevalac and SIS up to AGS, SPS and RHIC. The points from the corresponding
analysis of both UrQMD and HSD generated events throughout the whole SPS energy range
can also be seen in Fig. 6.235. By studying these plots one notices no sign of energy
dependence of the W parameter from the models [620].

The NA49 data for the W parameter is plotted along with the data from STAR in the
right panel of Fig. 6.235. This shows the dependence of the W parameter on the

√
sNN for

a large range of energy. The increase of the W parameter from SPS to RHIC energy is
significant and the results for ALICE will be interesting to understand the nature of QGP phase
transition.

6.5.11.5. Interpretation of the results. The measured narrowing of the BF is qualitatively
consistent with the delayed hadronization scenario [636, 705] of an initially deconfined
phase. Several model calculations have been published which provide a more quantitative
description [698, 713, 714]. In particular, within models based on statistical hadronization
and hydrodynamic expansion the width of the BF was found to decrease with increasing
transverse collective velocity of the matter at freeze-out [713, 714] and thus with the collision
centrality. However, a quantitative description of the STAR data was possible only when the
condition of global charge conservation (a single fireball model) [713, 714] was substituted by
a stronger condition of charge conservation in sub volumes (a multi-fireball model) [712]. The
quark coalescence model was applied to the hadronization of the deconfined phase in [698].
When including radial flow, good agreement with the STAR measurements was obtained also
in this model calculation.

The influence of the decay of resonances on the width of the BF was estimated using the
HIJING event generator. One finds that the BF width increases by about 4% when ρ0-meson
decays are switched off. In the model, the fraction of pions coming from ρ0 decays (about
19%) is approximately independent of centrality [617]. Therefore, the effect of ρ0 decay can
not explain the strong system size and centrality dependence of the width of the BF that is
observed in experimental data.
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Figure 6.236. The dependence of the BF width on the pseudorapidity interval analysed for
simulated pp events at c.m. energy of 14 TeV.

6.5.11.6. Balance function in ALICE. The method of BF has been extended to LHC energies
in terms of the ALICE experimental set-up. Results of analysis performed on reconstructed
pp and Pb–Pb simulated data are discussed here.

Proton–proton interactions. The BF was studied for 6 × 104 simulated pp events at
√

s = 14 TeV events that have passed through the whole reconstruction chain of ALICE
as a function of the relative pseudorapidity interval 1η. This study is done using the
PYTHIA generator.

The dependence of the width of the BF distribution on 1η, the range of the analysed
pseudorapidity window from half a unit up to 0.9 around mid-rapidity with a step of 0.1, is
shown in Fig. 6.236. This dependence is shown for different runs as well as for the whole data
sample. A linear dependence of the width is observed, which is something already seen in both
SPS and RHIC energies. Thus, in order to directly compare the actual values of the width
with the corresponding values from RHIC, one should analyse the maximum phase space
interval provided by the detector’s acceptance. The errors shown in Fig. 6.236 correspond to
the statistical ones.

Furthermore, a detailed study was performed in order to estimate the contribution of the
systematic errors on the calculated width. In order to do that event and track level quality cuts
were varied, and the corresponding width for each distribution was calculated. In Fig. 6.237(a)
one sees the dependence of the width of the BF on the range of the cut on z coordinate of the
primary vertex. The systematic error that was estimated as the average of the biggest and the
smallest value was of the order of the statistical error or even less. The other two plots of
Fig. 6.237(b) and (c) show the dependence of the width on the distance of the track’s closest
approach to the primary vertex in the r direction (in Fig. 6.237(b)) and on the corresponding
distance on the z-coordinate (Fig. 6.237(c)). The stability here is better and the estimated
systematic errors are even smaller than the previous one.

In addition, the whole data sample was analysed with the BF in the whole pseudorapidity
and transverse momentum space provided by the detectors (|η|< 1.0) in order to establish the
dependence on the multiplicity which might exist. Fig. 6.238(a) shows the width of the BF
distribution as a function of the mean multiplicity. One can notice that such a dependence on
multiplicity is not apparent.
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Figure 6.238. The dependence of the width of the BF for pp collisions at 14 TeV on (a) the mean
multiplicity, (b) the mass of the analysed oppositely charged-particle pairs (π±, K± and p- p̄ ).

Moreover, the BF was studied in the whole rapidity space for oppositely charged
identified particles such as: π± pairs, K± pairs and p-p̄ pairs. Fig. 6.238(b) summarizes the
corresponding results. The width 〈1y〉 gets narrower with increasing mass of the analysed
particle. This effect has already been shown by the STAR collaboration [633], and and was
even proposed in [705] as a method to investigate the possible different mechanisms that are
important in the production of the different particle species. The ratios of the calculated widths
for all particle species are

〈1y〉π

〈1y〉K
= 1.362 ± 0.047,

〈1y〉π

〈1y〉p
= 1.589 ± 0.095,

〈1y〉K

〈1y〉p
= 1.167 ± 0.070.

The corresponding value obtained in [633] from pp collisions at
√

s = 200 GeV is

〈1y〉π

〈1y〉K
≈ 1.31.



1732 ALICE Collaboration

mass [GeV]
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

> 
[G

eV
]

in
v

<Q

0.65

0.7

0.75

0.8

0.85

0.9

0.95

mass [GeV]
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

> 
[G

eV
]

si
d

e
<Q

0.4

0.45

0.5

0.55

0.6

mass [GeV]
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

> 
[G

eV
]

lo
n

g
<Q

0.3

0.35

0.4

0.45

0.5

mass [GeV]
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

> 
[G

eV
]

o
u

t
<Q

0.46

0.48

0.5

0.52

0.54

0.56

0.58

0.6

Figure 6.239. The dependence of the width of the BF measured in all different components of Q
(Qinv top left, Qside top right, Qlong bottom left and Qout bottom right) on the mass of the analysed
oppositely charged-particle pairs (π±, K± and p-p̄ ) for pp collisions at 14 TeV.

Finally, the method is extended to study the BF as a function of the two particles relative
momentum Qi as proposed in [710]. As is proposed, studying the BF in these observables
yields a clearer insight for interpreting the physics of the balancing charges as well as
providing a better illumination of the distorting effects [710]. The BF has been studied
for different particle species as a function of Qinv the two particle invariant momentum, of
Qlong which is the projection of q along the beam axis, of Qout which is the corresponding
projection along the outward direction (defined by the pair’s transverse momentum) and of
Qside which is the projection of q along the sidewards direction (perpendicular to the pair’s
transverse momentum and to the beam axis). Figure 6.239 summarizes the main results: the
corresponding width (〈Qinv〉, 〈Qside〉, 〈Qlong〉 and 〈Qout〉) increases with increasing particle
mass.

Pb–Pb collisions. The method of BF was also used to analyse centrality selected Pb–Pb
reconstructed events. These events correspond to the two extreme centrality classes of ALICE:

• The most central Pb–Pb collisions that correspond to an impact parameter range
0< b < 5 fm.

• The most peripheral Pb–Pb collisions with an impact parameter range b > 15 fm.
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Figure 6.240. The dependence of the width on the pseudorapidity interval analysed for the most
central and the most peripheral Pb–Pb collisions at

√
sNN = 5.5 TeV.

These events were also passed through the shuffling mechanism in order to extract an
estimation for the biggest possible width for each centrality class. Analysis of additional
Pb–Pb events is possible in order to extract a final results. Preliminary results are presented
here.

The dependence of the width of the distribution on the range of the analysed
pseudorapidity window starting from half a unit up to 0.9 around mid-rapidity with a step of
0.1 is shown in Fig. 6.240. One notices once again the linearity in the behaviour of the width.
Figure 6.241 shows the width of the BF distributions as a function of the normalised impact
parameter ratio b/bmax for the most central and the most peripheral Pb–Pb collisions. This
picture is consistent for a non QGP hadronization phase because of the lack of the centrality
dependence.

6.5.12. Fluctuations in azimuthal anisotropy. Fluctuation in elliptic flow and higher
harmonics give proper insight to the explosive system produced in heavy-ion collisions at
the LHC energy [666]. These have been studied in the context of results from the STAR
experiment at RHIC [521, 540]. Event-by-event fluctuation in v2 of photons measured by the
PMD at the forward rapidity in ALICE have been investigated earlier [103, 715]. In the central
rapidity region of ALICE it may be possible to measure flow on an event-by-event basis using
the large coverage of TPC. This has been simulated by taking the charged-particle rapidity
density at η = 0 to be between 100 to 5000. For each multiplicity class, the events have been
generated for a constant flow for each event as well as varying flow within a given range. Flow
was introduced by modifying the azimuthal angle (φ) of each particle by an amount18 such
that

18= −

∑
i

2vn

n
sin n(φi −9r ), (6.85)
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Figure 6.241. The dependence of the width on the normalised impact parameter ratio b/bmax for
Pb–Pb collisions at

√
sNN = 5.5 TeV.

where 9r is chosen randomly, once for each event, i runs over all particles and n = 2 in case
of elliptic flow.

The generated data were analysed by dividing each event into two sub-events of equal
multiplicity, separated by a small rapidity interval, and v′

a is obtained as 〈cos2(φa −ψb)〉,
where the φa are the azimuthal angles of particles in sub-event a and ψb is the event plane
obtained using particles in sub-event b, and the average is over all particles. v′

b is obtained in
a similar manner. Then, v2 can be expressed as

v2 =

√
v′

a · v′

b

cos 2(ψa −ψb)
(6.86)

and is termed vout
2 , while the injected flow is termed vin

2 . Figure 6.242 shows the vout
2

distribution reconstructed on an event-by-event basis for a given multiplicity class, with two
choices for vin

2 , namely constant vin
2 = 0.05 and fluctuating vin

2 . For some very low flow values,
the geometric mean is replaced by the arithmetic mean. In this way v2 is obtained for each
event and is termed as vout

2 .
By taking the quadratic difference of the total r.m.s. (as for dotted line) and the r.m.s.

intrinsic to the method (as for solid line), one can ascertain the presence of event-by-event
fluctuations of v2 in the data sample. This quadratic difference has been plotted as a function
of multiplicity in Fig. 6.243. As the multiplicity increases, the quadratic difference reaches
the input value of 0.017. This validates the estimates of v2 for each event.

6.5.13. Disoriented chiral condensates. The QCD phase transition is predicted to be
accompanied by chiral symmetry restoration at high temperatures and densities. One of the
most interesting consequences of chiral transition is the formation of a chiral condensate in an
extended domain, such that the direction of the condensate is misaligned from that of the true
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vacuum. This phenomenon is termed as the disoriented chiral condensates (DCC) [606–609].
The formation of DCC results in an excess of low momentum pions in a single direction in
isospin space giving rise to large imbalances in the production of charged to neutral pions.
This is studied in terms of the distribution of neutral pion fraction, f , given by

f =
Nπ0

Nπ

, (6.87)

where Nπ0 and Nπ are the number of neutral pions and total pions, respectively. The pions in
a normal event would follow a binomial form with a mean of 1/3, whereas within a domain of
DCC the probability of pion fraction would follow a binomial distribution pattern such as

P( f )=
1

2
√

f
.

DCC is a metastable state which results from the cooling down of the high-temperature
chiral symmetric phase of quark–gluon plasma. Such a state appears in both linear and
non-linear σ -models which are simplified versions of the full chiral effective theory. The
condensate may have a large isospin vector oriented in any direction in isospace, and thus it
may be a source of secondary pions with any isospin configuration. A DCC state may occupy
the full available phase space or only a part of it, and thus it may constitute a source of all
secondary pions or only of small fraction of them. Some theoretical models [716–719] predict
‘DCC domains’ of sizes 3–4 fm in radius, emitting 50–200 pions. Such a source may be
situated in any kinematic region of the expanding source, and the pion emission pattern might
be statistical or coherent. If the pion emission from DCC is indeed coherent, the pions will be
collimated in a limited region of phase space and will have small relative transverse momenta.
In this case one would expect to find ‘jet-like’ structures with high isospin imbalance. In view
of these it seems plausible to search for DCC in various phase space regions. A recent review
of theoretical and experimental aspects of DCC maybe found in Ref. [610].

The formation of DCC was hypothesized in the context of explaining observed abnormal
events from cosmic ray experiments [160, 720] which had either excess of charged-particles
compared to neutrals (called centauro events) or excess of neutrals with respect to charged-
particles (anti-centauro events). A dedicated experiment, MiniMax, was set up at the Tevatron
at Fermilab to study p + p̄ collisions at

√
s = 1.8 TeV [721]. MiniMax was composed of

24 MWPCs with a removable lead gamma converter, and a segmented electro-magnetic
calorimeter behind it. The detector had a very small angular acceptance: a cone with axis
at η = 4.1, with half-angle 0.65. No evidence for DCC was found at a few per cent level.

A thorough DCC search in Pb–Pb collisions at
√

sNN = 17.2 GeV was performed by the
WA98 Collaboration at CERN [622–625]. This was based on a systematic study of photon and
charged-particle multiplicity correlation using the data from a preshower photon multiplicity
detector (PMD) and a silicon pad multiplicity detector (SPMD) for charged-particles. No DCC
signal was observed and the upper limit for DCC production at 90% CL was established as a
function of the fraction of DCC pions among all pions produced. A DCC search was carried
out by the NA49 experiment [722] for semi-central Pb–Pb collisions at

√
sNN = 17.2 GeV.

The ratio of electro-magnetic to hadronic transverse energy, EEM
T /EHAD

T , was calculated
for each event using the radially and azimuthally segmented cylindrical calorimeter. The
distribution of this ratio was found compatible with that predicted by the VENUS model, with
the mean value close to 0.3. The tails donot show the presence of any anomalous events. The
results of DCC search in Au–Au collisions at c.m. energy up to

√
sNN = 200 GeV is expected

from experiments at RHIC.
Many powerful techniques have now been developed for DCC search. A review of these

along with the sensitiveness of ALICE detector is discussed in the following.
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6.5.13.1. Signatures of DCC formation. A large number of signatures have been proposed
as a consequence of the DCC formation in heavy-ion collisions. A short list of important
signatures is given below:

• Fluctuation in neutral pion fraction, f :
the event-by-event fluctuation in the neutral pion fraction is the most basic signature of DCC
formation. This study is equivalent to studying the fluctuation in the number of charged-
particles and photons. This study can be carried out in the full phase space or in smaller
η−φ domains where DCC formation might give rise to distinct patterns of the emission of
pions [723, 724].

• Kaon correlations:
formation of DCC give rise to enhanced correlations of K+ K− and K0

s K± [725, 726].
• Baryon abundances:

formation of many small DCC domains may give rise to enhanced production of baryons,
particularly, � and �̄ [727–729].

• HBT correlations:
DCC formation will affect the two-particle HBT correlations of identified pions [726].

• Direct photons:
search for non-equilibrium photons in the direct photon measurements has been proposed a
potential test of the formation of DCC [730].

Most of these signatures have been proposed for use in the ALICE experiment for the
search of DCC. The analyses so far are based on the fluctuations in neutral to charged-particle
measurements. Various analysis methods, which are sensitive to details of DCC formation,
have been developed. The experimental observation of DCC depends on various factors, such
as the probability of DCC occurrence, the number of possible DCC domains in an event, size
of the domains, number of pions emitted from the domains, and the interaction of pions with
the rest of the system. The sensitiveness of ALICE detectors for DCC search has been studied
by simulation.

6.5.13.2. DCC measurements in ALICE. The ALICE detector makes it possible to search
for DCC by comparing the emission of charged and neutral pions in two distinct regions of
phase space as discussed below:

• Central rapidity region: combination of PHOS and TPC within a common coverage of
−0.12< η < 0.12, 1φ = 100◦ may be used. In this region, photon measurements are made
by PHOS whereas charged pions will be measured by the TPC. The expected number of
photons in this region is about 500 for central Pb–Pb events with a similar number for
charged-particles.

• Intermediate rapidity region: combination of PMD and FMD within common coverage of
2.3< η < 3.5, 1φ = 360◦ will be used. PMD is a preshower detector with good space
resolution and the photon detection efficiency is about 70%. The FMD measures charged-
particles multiplicity. The expected number of photons in the PMD acceptance is about
4000 for central Pb–Pb events with about similar number for charged-particles. Due to this
large multiplicity, a search for DCC in finer η-φ bins will be possible. A description of DCC
measurements in this region may be found in [103, 715].

The two sets of detector combinations can also be used to isolate events with large
fluctuations in the relative number of charged-particles to photons. These can be further
investigated to infer any signal of DCC.
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Figure 6.244. Left panel shows scatter plots of the Nγ and Nch distributions for the global study
(full available phase space of charged-particle and photon detectors in the WA98 experiment) and
the right panel shows similar distributions for local study for 1, 2, 4, 8, and 16 bins in azimuthal
angle for a common coverage of the detectors. The correlation axes are shown by the solid curves.

6.5.13.3. Simulation of DCC events. The effect of non-statistical DCC-like fluctuations
has been studied within the framework of a simple model in which the output of the
parametrised HIJING event generator has been modified by using an algorithm similar to that
of refs. [731–733]. Within a domain size given in terms of its extent in η and φ, the identity
of the charged pions to neutral pions is changed following the neutral pion distribution given
in Eq. (6.87). The neutral pions are allowed to decay. The parameters of the model are the
following:

• domain size in terms of 1η and 1φ,
• production of additional pions,
• percentage of events of DCC-type.

The simulated events are used to study the sensitiveness of DCC detection in the
experimental set-up.

6.5.13.4. Nγ –Nch correlation. In a given set of normal events Nγ and Nch are correlated.
The presence of events with DCC would show up as deviations from the general correlation.
This correlation can be studied in the full detector coverage for global fluctuations or within a
subset of the coverage for localized fluctuations. Inference on the presence of non-statistical
fluctuation may be made from the distance of the data points in the correlation plots to a
common correlation axis.

Correlations of Nγ –Nch, measured by the WA98 experiments [622, 624, 625] for SPS
energies, are shown in Fig. 6.244. The left panel shows a scatter plot of Nγ and Nch

distributions in the full available phase space of the detectors and the right panel shows a
superimposition of the Nγ and Nch distributions where the available phase space is divided
into smaller segments of 2, 4, 8, and 16 bins. The solid lines in both cases show correlation
axes (Z ).

The distribution of the closest distance of the data points to the correlation axes represent
the relative fluctuations of charged-particles to photons. The resulting distribution is quantified
in terms of the scaled variable Sz = Dz/σ(Dz) where Dz is the distance of a point in the
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Nγ –Nch plane to the correlation axis, and σ(Dz) is the dispersion of the Dz distribution for
‘normal’ events.

The Sz distributions for the global case and for two bins in localized cases are shown in
Fig. 6.245. The r.m.s. deviations of the experimental data distributions are then compared to
those of the mixed events and simulated events. Since the r.m.s. deviations of the experimental
data and the derived mixed events are close to each other, upper limits on the predictions
of DCC are set by comparing these results to DCC simulated events with various input
parameters. The upper limit on global DCC is shown in the left panel of Fig. 6.246 and for
smaller domains of DCC is shown in the right panel of Fig. 6.246.

In the ALICE experiment the correlation of the number of photons in PHOS and the
number of charged-particles in TPC in the common coverage and the correlation of number of
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Figure 6.247. FFC distribution for simulated generic events (dotted line) and pure DCC-like
events (solid line).

photons in PMD and number of charged-particles in FMD can be studied. Further correlation
studies in smaller domains in η−φ in the forward rapidity region can be made to look for
possible signatures of DCC formation.

6.5.13.5. Discrete wavelet technique. Discrete Wavelet Technique (DWT) has been proved
to be quite successful in many fields of research to analyse and identify fluctuations at various
distance scales [734]. This technique has been suitably adopted to search for bin-to-bin
fluctuations in charged-particles and photons. The analysis has been carried out by making
2 j bins in the azimuthal angle where j is the resolution scale. The output of the DWT analysis
consists of a set of Father Function Coefficients (FFCs) at each scale, j . The distribution of
FFC’s for normal events is Gaussian whereas the presence of DCC-like fluctuations makes the
distribution wider and non-Gaussian. Inference about the presence of DCC can be made by
studying the width of FFC distributions. Figure 6.247 shows FFC distributions for normal
and DCC-like events where the increase in the width for DCC events can be seen. The
correlation method described previously gives anomalous fluctuation within a given window
in η−φ whereas the DWT method has the added advantage that it is quite powerful for
studying bin-to-bin fluctuation and can give the exact dimension of the bin in η−φ which has
larger fluctuation compared to other bins. The effect of DCC using the DWT method may be
quantified using a strength parameter ζ , defined as [732]

ζ =

√
(s2

X − s2
N)

sN
, (6.88)

where sN is the r.m.s. deviations of the FFC distribution for normal events and sX is the r.m.s.
deviation for DCC events.
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Using the DWT technique, the WA98 collaboration has made extensive study for the
search of DCC [624, 625]. DWT technique can be easily applied to the ALICE data. The
forward rapidity region will be particularly suitable for the DWT study where the available
phase space can be divided into large number of bins.

6.5.13.6. Power spectrum analysis. The power spectrum technique [735–737] can be applied
to study event-by-event fluctuation over limited φ regions. In this approach, one computes the
fraction f = Nγ /Nch for a certain window, e.g. a window in azimuthal angle φ, and this
window is then displaced by a small amount, f is recalculated, etc. The power spectrum
is the square of the Fourier transform of the ( f (φ)− fo(φ)) distribution where fo(φ) is
the distribution for ‘normal’ events. It shows a characteristic pattern, with narrow peaks
indicating local fluctuations in the original distribution [103]. The capability of the method
was investigated by generating a set of 5000 events with a multiplicity of 4000 particles in the
common coverage of both FMD and PMD. The power spectrum generated from these events
is compared to events with the presence of DCC domains within a domain size of δη = 0.1
and δφ = 40◦. With a proper selection criteria it was possible to select DCC events with 60%
efficiency. This method will be very useful to identify exotic events corresponding possibly to
DCC formation.

6.5.13.7. ‘Robust’ variables. The analysis method used by the Minimax experiment at
Fermilab is named as ‘robust’ variables [721]. This analysis uses the ratios of factorial
moments

Ri,1 =
Fi,1

Fi+1,0
, (6.89)

where

Fi =
〈N (N − 1)...(N − i + 1)〉

〈N 〉i
(6.90)

and

Fi, j =
〈Nch(Nch − 1)...(Nch − i + 1)Nγ (Nγ − 1)...(Nγ − j + 1)〉

〈Nch〉
i 〈Nγ 〉

j
. (6.91)

The variables R have been named ‘robust variables’ because the detection efficiencies, often
difficult to estimate (especially for photons) cancel out and thus do not influence the results.

The analysis can be done inclusively or event-by-event for high multiplicity events in
ALICE. For ‘normal’ events (statistical uncorrelated emission) Ri,1 = 1, while for DCC
Ri,1 = 1/(i + 1), a remarkable difference for all i > 1. Results of a DCC simulation using
this technique is shown in Fig. 6.248.

6.5.13.8. Event-shape analysis. This method combines the wavelet technique and flow
analysis [731]. It is based on the realization that localized DCC formation is expected to
lead to an event shape anisotropy which is out of phase for charged-particles and photons.
The flow direction is found separately for charged-particles and photons and compared. For
a DCC component a difference between the two directions might be expected. The results
of the second-order Fourier analysis is shown in Fig. 6.249 for the difference in flow angle
of photons and charged-particles. The presence of DCC leads to an anti-correlation of flow
angles in the two detectors peaking at 90◦. This will be a very powerful method to study DCC
formation in the high multiplicity environment of ALICE.
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Figure 6.249. Difference in flow angle distribution for charged-particles and photons is plotted
for three cases: (a) normal events, (b) events with flow, and, (c) events with DCC. Characteristic
differences between three types of events are seen.

6.5.13.9. Sliding window method. The Sliding Window Method (SWM) has been developed
to search for patches, on an event- by-event basis, having unusual fluctuations in the neutral
pion fraction ( f ) which may arise due to the formation of DCC. In this method one chooses
a window in azimuthal plane of size 1φ, in the common coverage of charged-particle and
photon detectors and calculates the neutral pion fraction f . The entire azimuthal range of
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Figure 6.250. Photon (PMD) and charged-particle (SPMD) hits in an azimuthal plane in the
WA98 experimental set-up [738]. The marked 90◦ patch corresponds to fmax = 0.77.

common coverage is scanned by continuously sliding the window, i.e. shifting each time by
a small amount, δφ, to search for a patch having the neutral fraction, f , several standard
deviations away from the mean value of the generic f distribution. This method utilises the
full advantage of azimuthal resolution of the detectors.

The SWM can be used to search for the anti-Centauro and Centauro events by looking for
the maximum and minimum f values in an event by continuously sliding the patch depending
upon the detector resolutions. It is found that fmax and fmin distributions for generic events for
a given window size are Gaussians whereas for simulated DCC-like events these distributions
extend well beyond those of the generic events. This method allows the direct observation of
patches having large f values.

The SWM has been applied to the analysis of data in the WA98 experiment which had
a photon multiplicity detector and a charged-particle multiplicity detector overlapping fully
in azimuth over 0.5 unit of pseudorapidity [738]. The azimuthal scanned was performed by
sliding the window by δφ = 2◦. The percentage of events having exotic patches in the top 10%
central events, with f value beyond 4.5 σ of the generic f distribution, is found to be 0.39 ±

0.016, as compared to 0.081 ± 0.007 in the mixed events and 0.013 ± 0.008 in the Geant
simulated VENUS events. One such event is displayed in Fig 6.250 which shows the photon
hits(•) and charged-particle hits (�) within the common coverage of both the detectors. The
patch with the highest f = 0.77 is also marked; it contains 84 photon hits as compared to
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only 12 charged-particle hits. This demonstrates the power of the method to search for exotic
patches in a given η−φ phase space and can be easily applied to data from ALICE.

6.5.14. Fluctuations in intermediate and high pt sector and jets. Presence of jets and mini-
jets affect the event-by-event fluctuations. This is to be understood in detail for: (a) to make
any inference about the event-by-event fluctuations, and (b) to understand the effect of jets
passing through the medium. This may allow to test various models of jet production in the
region not accessible to the standard method of jet analysis. In this subsection results are pre-
sented based on simulations concerning jet production on event-by-event fluctuations of pt

and Et.

6.5.14.1. Fluctuations in pt. In order to study exclusively the effect of jet production, a
simple model of central Pb–Pb collisions at the LHC was developed. Two independent sources
of particle production were assumed: the ‘soft’ component models production of particles
at low transverse momenta, whereas the ‘hard’ component simulates particles originating
from jets. The ‘soft’ component was simulated assuming independent production of charged
hadrons. The azimuthal angle distributions were assumed to be uniform. The transverse
momentum spectrum was generated according to a ‘thermal’ distribution:

1

pt

dn

dpt
= C × exp

(
−

m t

T

)
, (6.92)

where T = 190 MeV is an inverse slope parameter, and C is an arbitrary normalisation
parameter. The rapidity density distribution of the ‘soft’ component was taken to be Gaussian
with a mean of 6000 and standard deviation of σ = 1000. For each event, in addition to
‘soft’ component, a ‘hard’ component jet production was generated. The pt spectrum of
jets produced in central Pb–Pb collisions at

√
sNN = 5.5 TeV was calculated by scaling the

corresponding pt spectrum obtained for pp interactions at 5.5 TeV using PYTHIA (version
6.1) with the standard (2 jet-events, LO calculations and no initial and no final state
radiation) parameters. The scaling factor for the spectrum normalised to mean multiplicity was
calculated following the pQCD-based rule 〈jet〉 ∼ 〈NW 〉

4/3, where 〈NW 〉 is the mean number
of wounded nucleons.

The resulting jet pt-spectrum is presented in Fig. 6.251. The multiplicity distribution of
jets was assumed to be Poissonian. The jet fragmentation properties were introduced by a
parametrisation of the appropriate distributions generated within PYTHIA.

Events generated within the ALIROOT framework and passed through the ALICE TPC
fast simulation chain, which allows for a proper introduction of the detector acceptances. For
the final analysis of fluctuations, only tracks measurable (long enough for reconstruction) in
the ALICE TPC were selected and the 8pt fluctuation measure was calculated for them.

The observed transverse momentum fluctuations depend on the acceptance selected for
the study. In order to investigate this effect a rectangular acceptance window is defined in
azimuthal angle φ and pseudorapidity η, in addition to the geometrical TPC acceptance. The
size of the window

Lη,φ =

√
1η2 +1φ2 (6.93)

was varied by scaling 1η and 1φ by the same factor. In this procedure, it is assumed that
1η/1φ = 2/(2 ·π)≈ 0.32.

The dependence of8pt on Lη,φ is shown in Fig. 6.252(a) for two cases: ‘soft’ component
only and ‘soft’ + ‘hard’ components, as defined above. In the case of the ‘soft’ component,
independently of the size of the acceptance window, the value of 8pt was equal to zero.
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√

sNN = 5.5 TeV assumed in the simulation. The solid line is drawn to guide the eye.
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Figure 6.252. (a) The dependence of 8pt on the acceptance for ‘soft’ component (dots), ‘hard’
+ ‘soft’ component (squares) and the contribution of hard component increased by a factor of 3
(open squares). (b) The dependence of8pt on the acceptance for ‘hard’ + ‘soft’ component model
without (squares) and with low pt cut at 1.0 GeV/c (dots) or 2.0 GeV/c (triangles).

This result was expected because of the assumption of uncorrelated particle production in
the ‘soft’ component model. However, in the ‘soft’+ ‘hard’ case large non-zero values of
8pt were obtained. The strong event-by-event fluctuations result from the correlated particle
production in the ‘hard’ component. The8pt increases with the size of the acceptance window
Lη,φ . In order to understand this dependence it is useful to consider two asymptotic regions.
For very small acceptance (Lη,φ → 0) at most one particle from a jet is accepted and thus
the correlation of particles within a jet is not seen, 8pt → 0 . For very large acceptances all
particles from a jet are accepted and a positive value of 8pt is measured. With increasing
acceptance one increases proportionally the number of accepted jet- and ‘soft’-hadrons. The
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Figure 6.253. (a) The dependence of 8pt on the acceptance for ‘hard’ + ‘soft’ component
calculations including possible effect of random track losses due to reconstruction inefficiencies.
(b) The dependence of 8pt on the acceptance for ‘hard’ + ‘soft’ component model including
possible effects of limited two track resolution modeled by lower cut on transverse momentum
difference of two tracks.

value of 8pt should be independent of the acceptance because of the ‘intensive’ property of
the 8 measure. The expected saturation of 8pt for large acceptance is, however, not observed
in Fig. 6.252(a). This is probably because the ALICE TPC acceptance in pseudorapidity is too
small. Finally, in order to illustrate the sensitivity of the pt fluctuations on the ratio between
‘hard’ and ‘soft’ components, the expected jet multiplicity is increased by a factor of 3; the
results are shown as open symbols in Fig. 6.252(a).

Since the fraction of particles originating from the ‘hard’ component increases with
increasing pt one expects an increase of 8pt when a low pt cut is applied to select particles
for the analysis. In fact this is seen in Fig. 6.252(b) where the results without pt cut (squares)
and with a low pt cut at 1.0 GeV/c (dots) and 2.0 GeV/c (triangles) are plotted. The results
for 2 GeV/c cut suggest an early onset of saturation of8pt with Lη,φ which may be due to the
narrowing of the jet extension in Lη,φ after increasing the low pt cut.

In the previous study only the geometrical acceptance of ALICE TPC was taken into
account. The influence of detection inefficiency is discussed here. First, one considers the
effect of random track losses due to tracking and fitting. In Fig. 6.253(a) the standard results
obtained assuming a perfect detection and the result that includes random losses of 10% are
compared. The difference is small in comparison to the expected effect due to the presence of
jets. Losses of tracks that are close in the detector space (effect of the two-track resolution)
are simulated. One assumption made here is that tracks that have a neighbour track with
1pt = |pt1 − pt2|< cut MeV/c are lost. The results obtained including the effect of the finite
two-track resolution are shown in Fig. 6.253(b). The bias is small in comparison to the
expected effect due to presence of jets.

The expected jet production in central Pb–Pb collisions at
√

sNN = 5.5 TeV should lead
to large event-by-event fluctuations of mean transverse momentum. This may allow one to test
various models of jet production in the jet pt region not accessible to the standard methods
of jet detection. On the other hand, fluctuations due to jet production should be taken into
account when considering the detection of fluctuations due to other processes.
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The influence of random detection inefficiencies as well as two-track resolution was
estimated to be small for pt fluctuations as expected for unquenched jet production.

6.5.14.2. Azimuthal fluctuations in Et. In this subsection results from an event-by-event
azimuthal asymmetry in the transverse energy flow induced by the minijet dynamics [739]
is discussed. The underlying idea is that the presence of new physics brought in by semihard
degrees of freedom should manifest itself through reasonably well-defined changes in the
inelasticity pattern that can be measured experimentally, depending on the relative weight of
minijet and soft hadronic contributions to the inelastic cross section. Let us stress, that in
order to reproduce an experimentally observed transverse energy spectrum, the description
of minijet dynamics should go beyond the lowest-order elastic scattering and include, in
particular, initial and final state radiation (see, for example, Ref. [740]) as included into
the HIJING Monte Carlo event generator. HIJING allows one to study the effects due to
the presence of semi-hard degrees of freedom at the early stages of high-energy collision
in a simple setting, where the only nontrivial effects distinguishing the nuclear collision
from an incoherent superposition of nucleon-nucleon ones are jet quenching, i.e. energy
losses experienced by partons traversing the surrounding debris created in nuclear collision,
and accounting for nuclear effects in the parton structure functions. Effects of rescattering
and possible evolution of the initially produced parton system towards equilibrium are not
included in this consideration.

To quantify the event-by-event asymmetry of transverse energy flow, one can study,
as proposed in Ref. [741], the difference between the transverse energy deposited in some
rapidity window ymin < yi < ymax, and in two oppositely azimuthally oriented sectors with
an angular opening δϕ each. The idea of using this quantity as a measure of the presence
of semi-hard dynamics comes from the expectation that perturbative transverse energy
production mechanisms have a built-in tendency of creating an event-by-event azimuthal
asymmetry in a fixed rapidity window. For example, the partonic transverse energy flow
occurring through binary parton collisions becomes, with increasing collision energy, more
and more azimuthally unbalanced, because one of the two scattered partons just misses
the rapidity window in question [741]. In the limit of high energies even the binary parton
scattering at central rapidities as such becomes azimuthally unbalanced because of the
growing contribution of primordial transverse momentum to particle production [742]. In
contrast, one expects the soft transverse energy production mechanisms, e.g. string decays,
to be more azimuthally balanced locally in rapidity on an event-by-event basis because of the
small momentum transfer involved.

By denoting the transverse energy going into the ‘upper’ and ‘lower’ cones in a given
event by E↑

t (δϕ) and E↓

t (δϕ), respectively, the asymmetry in transverse energy production in
a given event is thus described by δEt(δϕ):

δEt(δϕ) = E↑

t (δϕ)− E↓

t (δϕ). (6.94)

An ensemble of collisions is characterised by an event-by-event probability distribution

P(δEt|δϕ) =
d w(δEt(δϕ))

d δEt(δϕ)
. (6.95)

This distribution was calculated in Ref. [739] in the HIJING model for central Au–Au
collisions at RHIC energy

√
sNN = 200 GeV and central Pb–Pb collisions at LHC energy

√
sNN = 5.5 TeV for δϕ = π and in central rapidity interval −0.5< y < 0.5. The distributions

P(δEt|π) were calculated both at partonic level and at the level of final hadrons with semi-
hard interactions and quenching on and off. This allowed one to separate the contribution
of minijets as described by HIJING from the background of soft processes. The resulting
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Figure 6.254. Probability distribution for azimuthal transverse energy imbalance in the unit
rapidity window for Pb–Pb collisions at LHC energy

√
sNN = 5.5 TeV and p0 = 2 GeV with

quenching on.

Table 6.48. Values of the standard deviation
√

〈δE2
t 〉 characterising the widths of the of the

probability distributions for different energies and assumptions.

A–A
√

s (GeV) p0 (GeV) Asymmetry
√〈
δE2

〉
(GeV)

Au–Au 200 2 hadrons (quenching on) 16
hadrons (quenching off) 17
partons 18
soft hadrons 7
hadrons (quenching on) 61

Pb–Pb 5500 2 hadrons (quenching off) 71
partons 65
soft hadrons 15
hadrons (quenching on) 69

Pb–Pb 5500 4 partons 76
soft hadrons 16

distributions for the LHC are shown in Fig. 6.254 with quenching turned on and the chosen
value of the minijet’s infrared cutoff p0 = 2 GeV.

The numerical values of the standard deviation
√

〈δE2
t 〉 characterising the widths of the

corresponding probability distributions are shown in the Table 6.48, where for completeness
standard deviations for the cases of quenching turned off and with a larger value for the
infrared cutoff p0 = 4 GeV are also reported.

The magnitude of the azimuthal asymmetry is essentially determined by the relative yield
of the semihard (minijet) contribution. Switching off minijets, and thus restricting oneself to
purely soft mechanisms, leads to a substantial narrowing of the asymmetry distribution; by the
factor of 2.3 at RHIC and by the factor 4.1 at LHC energy (these values correspond to the case
of quenching turned on). Quite remarkably, the parton and final (hadronic) distributions of δEt

in both cases practically coincide indicating that the contribution to transverse energy due to
hadronization of the primordial parton system is, to a high accuracy, additive and symmetric
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in azimuthal angle and thus cancels out. The transverse energy flow imbalance Eq. (6.94)
is a sensitive indicator of the presence of primordial semi-hard parton dynamics that can be
studied in calorimetric measurements in central detectors at the LHC.

As mentioned earlier, rescattering of produced partons, which is essential for possible
evolution of the primordial partons towards equilibration, was not taken into account in
the above consideration. In fact one expects parton rescattering to destroy at least some
of the initial asymmetry of the transverse energy flow, making its measurement even more
interesting.

6.5.15. Long-range correlations . Soft and semihard parts of the multi-particle production
in pp collisions at high energy are successfully described in terms of colour strings stretched
between the projectile and target [743–747]. The hadronization of these strings produces the
observed hadrons. In the case of nuclear collision, the number of strings grows with the
growing energy and the number of nucleons of colliding nuclei, and one has to take into
account the interaction between strings in the form of their fusion and/or percolation [749].

In the case of colour string fusion, a new string is formed which may have higher colour
charge at its ends, corresponding to the sum of the initial colour charges of fusing strings. Thus
heavy flavour is produced more efficiently in the process of this new string fragmentation.
Fusion process results in the reduction of total multiplicity of charged-particles, growth of
transverse momentum and increase of strange-particle yields [751, 752], that was confirmed
later [753, 754] in comparison with RHIC data.

Around percolation threshold [755, 756, 864], strong fluctuations in the number of strings
with a given colour should appear. As a result one may expect large fluctuations in values of
different observables from one event to another. The characteristic and unique feature of the
string fusion (percolation) phenomenon is that these fluctuations will manifest themselves
as the long-range correlations between observables obtained in an event-by-event analysis in
separate rapidity windows.

The possible experimental observation of the string percolation phenomenon as an
intermediate process, leading to the QGP formation, is extremely interesting. Therefore,
the long-range correlations were proposed as the main tool to study the mentioned
phenomenon [670, 757, 758, 761–764].

The benefit of studies of correlations between the variables in two windows sufficiently
separated in rapidity has the possibility of eliminating short-range correlations, arising due
to other processes such as resonance decays. Besides, it is also possible to discriminate
correlations originating from the string fusion and those from multiple jet formation. This
can be done by choosing different sizes of rapidity bins and making proper transverse
momentum cuts. The additional variables like net charge and strangeness could be used
to discriminate existing theoretical scenarios bringing a deeper insight to string fusion and
percolation mechanism [753, 754, 764].

6.5.15.1. Observables. The long-range correlation studies are made between observables
in two different and significantly separated rapidity intervals 1yF and 1yB , which are
conventionally referred as forward (F) and backward (B) rapidity windows. Within these two
windows correlations between two main dynamical variables, the multiplicity of charged-
particles (n) and the mean transverse momenta (pt) in the given event (6.96) are used:

pt ≡
1

n

n∑
i=1

|pti |, where yi ∈1y; i = 1, ..., n. (6.96)
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Three main types of long-range correlations can be studied within the two rapdity windows:
(a) n–n, the correlation between multiplicities of charged-particles, (b) pt–pt, the correlation
between values of mean transverse momenta [760] and (c) pt–n, the correlation between
mean transverse momenta in one rapidity interval and the multiplicity of charged-particles
in another interval.

Usually, to describe these correlations numerically the average values 〈B〉F of one
dynamical variable B in the backward rapidity window 1yB , as a function of another
dynamical variable F in the forward rapidity window 1yF are studied. Here 〈. . .〉F denotes
averaging over the events with a fixed value of the variable F in the forward rapidity window.
Averaging over events, denoted by 〈. . .〉, is also used.

As a result, one arrives at a correlation function: 〈B〉F = f (F). In the majority of cases
one can use linear parametrisation for this function, known as linear regression. For the n−n
correlation in this case one gets:

〈nB〉nF = a +βnn · nF . (6.97)

Here the coefficient βnn characterises the strength of the n–n correlation, nB , nF are the
multiplicities of the charged-particles, produced in the given event in the backward (1yB)

and forward (1yF ) rapidity windows.
In case of pt–pt and pt–n correlation the corresponding correlation coefficients βpt pt and

βpt n can be defined in a similar manner. One must realize that these correlation coefficients
depend on the absolute mean values of the observables 〈F〉 and 〈B〉 in the forward and
backward windows and that the correlation coefficient βpt n has the dimension of GeV/c.

It is more natural to define the correlation coefficient as the response of 〈B〉F on the
variations of the variable F in the vicinity of its average value 〈F〉. It is also useful to go to the
relative variables, i.e. to measure a deviation of F from its average value in units of 〈F〉, and
similarly for B. This can reduce the possible influence of experimental bias such as detection
efficiency, background, etc. So it is reasonable to define a correlation coefficient bB−F for a
correlation between observables B and F in backward and forward rapidity windows in the
following way:

bB−F ≡
〈F〉

〈B〉

d〈B〉F

d F

∣∣∣∣
F=〈F〉

or bpt −n ≡
〈nF 〉

〈ptB〉

d〈ptB〉nF

dnF

,

∣∣∣∣
nF =〈nF 〉

(6.98)

as an example for pt–n correlations. Here the ptB , ptF are the mean transverse momentum
of the charged-particles, produced in the given event (6.96) correspondingly in the backward
(1yB) and forward (1yF ) rapidity windows.

It is clear that these relative dimensionless coefficients are simply connected with absolute
correlation coefficients defined above:

bn−n =
〈nF 〉

〈nB〉
βnn, bpt −pt

=
〈ptF 〉

〈ptB〉
βpt pt , bpt −n =

〈nF 〉

〈ptB〉
βpt n. (6.99)

These studies can be made in different azimuthal windows and by introducing additional
cuts on the transverse momentum of the particles in these rapidity intervals. It can be useful
for discrimination of the correlations originating due to the string fusion phenomenon from
other effects such as jets, space phase boundaries or elliptic flow.

Preliminary results for Pb–Pb collisions at
√

sNN = 17.2 Gev [764] from the NA49
experiment indicate the existence of n–n and pt–n long-range correlations both for minimum
bias data and for different classes of collision centrality. In particular, the new effect of
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negative long-range correlation and the transition to positive one is observed under the
condition of using a narrow window in the event selection on the number of participants.

6.5.15.2. Extending from SPS to RHIC to LHC energies. A microscopic explanation of the
phenomena of long-range correlations observed at SPS energies and predictions for RHIC
and LHC were obtained in the framework of a String Fusion Model (SFM) [757–760,
763–765]. The SFM is based on a specific assumption of the interaction of overlapping strings
(quark–gluon string fusion) and it takes into account the changes of the mean values of the
observables in the case of overlap.

SFM Monte Carlo calculations of the correlations are done both at fixed values
of the impact parameter [759, 765] and taking its fluctuation into account [763]. The
calculations with a narrowly selected number of nucleons-participants of the collision were
also performed [764]. Predictions for the observation of long-range correlation at RHIC and
ALICE at the LHC are done based on the results of comparison of theoretical SFM description
of the experimental NA49 data on long-range correlations.

The results of SFM calculations [763] of the bpt −pt correlation coefficient as a function
of the impact parameter b for three Pb–Pb collision energies

√
sNN = 17, 130, and 5500 GeV

are presented in Fig. 6.255. In these calculations the forward rapidity interval was chosen to
be 0.5 units and within the central ALICE acceptance. Black and open circles and squares
in Fig. 6.255 represent different approaches (see [763] for the details). Results show the
considerable growth of the pt–pt correlation coefficient in transfer from the SPS to the LHC
energies. The results of SFM MC calculations for the pt–pt correlation function 〈ptB〉ptF

=

f (ptF ) are also presented in this figure [763]. A drastic change of the shape of this correlation
function with energy is observed.

6.5.15.3. Long-range correlation studies at ALICE. ALICE installation provides charged-
particle multiplicity information in a wide rapidity range up to η = 5.09. Precise pt

measurements and detailed particle composition data are provided event-by-event in the
central rapidity window up to η = 0.9. Therefore, studies of long-range correlations in ALICE
will be done using the information obtained from the ITS, TPC and the TOF detectors in
combination with event-by-event multiplicity from the SPD and the FMD detectors.

It is important to start the long-range correlation investigations in ALICE from the pp
collisions, which will form the base for pA and A–A collisions. In particular, scanning the
impact parameter space for the Pb–Pb collisions using the ZDC data gives the possibility
to change the density of the overlapping strings by moving from the most peripheral to the
central collisions [670]. Therefore, the onset of the critical fluctuations relevant to the string
fusion and/or percolation phenomenon could be obtained in ALICE from the observation of
the behaviour of the long-range correlation coefficients vs. event centrality. These will provide
the important information on the early stages of the QGP formation.

6.5.16. Summary. To summarize, the capability of the ALICE experiment in terms of
making detailed event-by-event measurements has been discussed in order to address the
issue of the nature of QGP phase transition. Recent findings from the lattice calculations
at small chemical potentials have been discussed. These calculations have revealed that
interesting fluctuation patterns will prevail for heavy-ion collisions at LHC energies. The
issue of correlations and fluctuations and the complexity in interpreting the results because
of several competing processes has been addressed. The importance of controlling centrality
in fluctuation studies is discussed. In ALICE, fluctuations in temperature can be estimated
from the event-by-event measurement of the slope of pt distribution of identified hadrons
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Figure 6.255. Left panel: String Fusion Model(SFM) MC calculations [763] of the bpt −pt long-
range correlation coefficient as a function of the impact parameter b for three Pb–Pb collision
energies:

√
sNN = 17, 130 and 5500 GeV. Right panel: Corresponding pt–pt correlation functions

〈ptB〉ptF = f (ptF ), presented in units of pt1 ≡ p which is the average transverse momentum of
particles produced from a decay of one string.

in addition to those from the fluctuations in 〈pt〉. Fluctuation measurements in particle
multiplicity, strangeness, net charge and the ratio of particles can be performed with high
accuracy. The method of studying fluctuations through balance functions has been explored
in ALICE environment. Possibilities of event-by-event measurements of source sizes and
azimuthal asymmetry parameters are discussed. The capability of ALICE in terms of
measurement of the formation of disoriented chiral condensate has been discussed. An attempt
has been made to understand the event-by-event fluctuations in the presence of jets and
minijets. This is important in order to make any inference about the nature of event-by-
event fluctuations as well as to understand the effect of jets passing through the high density
medium created in heavy-ion collisions. It has been shown that information about the collision
dynamics, especially on the string fusion and percolation phenomenon can be obtained from
the study of long-range correlations. Extraction of long-range correlation coefficients for
different colliding systems and centralities will help to understand critical fluctuations relevant
to the string fusion and percolation phenomena.
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6.6. Charm and beauty

This section is organized as follows.
The physics motivations for the study of heavy-flavour production in pp, pA and AA

collisions at the Large Hadron Collider (LHC), already introduced in the first chapter of
PPR Volume I (Section 1.3.8) [3], are discussed in Section 6.6.1. Section 6.6.2 is a short
summary of the present experimental measurements of open charm and beauty production
in hadronic collisions. In Section 6.6.3 we describe the assumptions we made for the heavy-
quark production cross sections and kinematical distributions at LHC energies.

We then present simulation results on the ALICE capability for open-heavy-flavour
physics8. We assume the following data samples: 107 central (5%) Pb–Pb events for one
month of data taking at nominal luminosity LPb−Pb = 5 × 1026 cm−2s−1; 109 minimum-bias
pp events for eight months at Lpp (ALICE) = 5 × 1030 cm−2s−1; 108 minimum-bias pPb events
for one month at LpPb = 1029 cm−2s−1. In Section 6.6.4 we show the feasibility for the
reconstruction of charm particles, in Pb–Pb, pp and pPb collisions, using as a benchmark
the D0

→ K−π+ decay channel. Some physics perspectives based on this measurement are
then discussed: we evaluate the sensitivity for the study of the in-medium energy loss of
charm quarks in Pb–Pb collisions (Section 6.6.5) and for the comparison to theoretical
calculations on charm production in pp collisions (Section 6.6.6). The measurements of open
beauty production via semi-electronic decays in the ALICE central barrel and via semi-
muonic decays in the forward muon spectrometer are described in Sections 6.6.7 and 6.6.8,
respectively. Finally, in Section 6.6.9, we shortly outline the activities currently in progress in
the heavy-flavour sector, as well as the main directions for future developments.

6.6.1. Physics motivations. The measurement of open charm and open beauty production
allows one to investigate the mechanisms of heavy-quark production, propagation and, at low
momenta, hadronisation in the hot and dense medium formed in high-energy nucleus–nucleus
collisions. The open charm and open beauty cross sections are also needed as a reference to
measure the effect of the transition to a deconfined phase on the production of quarkonia. In
fact, since at LHC energies heavy quarks are mainly produced through gluon–gluon fusion
processes (gg → Q Q), the Drell–Yan process (qq → `+`−) does not provide an adequate
reference, besides having a very small cross section at these energies; a direct measurement
of the D and B mesons yields would provide a natural normalization for charmonia and
bottomonia production. Finally, the measurement of B meson production is necessary in order
to estimate the contribution of secondary J/ψ (from B → J/ψ + X ) to the total J/ψ yield.

The measurement of charm and beauty production in proton–proton and proton–nucleus
collisions, besides providing the necessary baseline for the study of medium effects in
nucleus–nucleus collisions, is of great interest per se, as a test of both perturbative and non-
perturbative sectors of QCD in a new energy domain.

6.6.1.1. Accessible x range with heavy quarks in ALICE. The LHC will allow us to probe
the parton distribution functions of the nucleon and, in the case of pA and AA collisions, also
their modifications in the nucleus, down to unprecedentedly low values of the momentum
fraction (Bjorken x). Here, we compare the regimes in x corresponding to the production of
a cc̄ pair at SPS, RHIC and LHC energy and we estimate the x range that can be accessed
with ALICE as far as heavy-flavour production is concerned. Charm and beauty production

8 On account of the rapid evolution and optimization of the cluster/track reconstruction and particle identification
algorithms, most of the studies presented here were obtained with former and, in some cases, slightly less-well
performing versions of these algorithms, with respect to the state-of-the-art ones described in Chapter 5. Therefore,
as far as detector performance is concerned, the following results should be considered as a ‘conservative’ case.
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Table 6.49. Bjorken x values corresponding to charm and beauty production at central rapidity
and pt → 0 at SPS, RHIC and LHC energies.

Machine SPS RHIC LHC LHC
System Pb–Pb Au–Au Pb–Pb pp
√

sNN 17 GeV 200 GeV 5.5 TeV 14 TeV

cc̄ x ' 10−1 x ' 10−2 x ' 4 × 10−4 x ' 2 × 10−4

bb̄ – – x ' 2 × 10−3 x ' 6 × 10−4

cross sections at the LHC are significantly affected by parton dynamics in the small-x region,
as we will discuss in the following sections. Therefore, the measurement of heavy-flavour
production should provide valuable information on the parton densities (see Section 6.6.1.3).

We consider the simple case of the production of a heavy-quark pair Q Q through
the leading-order pair-creation process gg → Q Q in the collision of two nuclei (A1, Z1)

and (A2, Z2). The x range actually probed depends on the value of the centre-of-mass
(c.m.s.) energy per nucleon pair

√
sNN, on the invariant mass MQ Q of the Q Q pair produced

in the hard scattering and on its rapidity yQ Q . If the intrinsic transverse momentum of
the parton in the nucleon is neglected, the four-momenta of the two incoming gluons are
(x1, 0, 0, x1) · (Z1/A1)

√
spp/2 and (x2, 0, 0,−x2) · (Z2/A2)

√
spp/2, where x1 and x2 are the

momentum fractions carried by the gluons, and
√

spp is the c.m.s. energy for pp collisions
(14 TeV at the LHC). The square of the invariant mass of the Q Q pair is given by

M2
Q Q

= ŝ = x1 x2 sNN = x1
Z1

A1
x2

Z2

A2
spp, (6.100)

and its longitudinal rapidity in the laboratory is

yQ Q =
1

2
ln

[
E + pz

E − pz

]
=

1

2
ln

[
x1

x2
·

Z1 A2

Z2 A1

]
. (6.101)

From these two relations we can derive the dependence of x1 and x2 on colliding system,
MQ Q and yQ Q :

x1 =
A1

Z1
·

MQ Q
√

spp
exp

(
+yQ Q

)
x2 =

A2

Z2
·

MQ Q
√

spp
exp

(
−yQ Q

)
, (6.102)

which simplifies to

x1 =
MQ Q
√

sNN
exp

(
+yQ Q

)
, x2 =

MQ Q
√

sNN
exp

(
−yQ Q

)
, (6.103)

for a symmetric colliding system (A1 = A2, Z1 = Z2).
At central rapidities we have x1 ' x2 and their magnitude is determined by the ratio of the

pair invariant mass to the c.m.s. energy. For production at threshold (Mcc = 2 mc ' 2.4 GeV,
Mbb = 2 mb ' 9 GeV) we obtain the values reported in Table 6.49. The x regime relevant for
charm production at the LHC (∼10−4) is about 2 orders of magnitude lower than at RHIC and
3 orders of magnitude lower than at the SPS.

Because of its lower mass, charm allows one to probe lower x values than beauty. The
capability to measure charm and beauty particles in the forward (or backward) rapidity region
(|y| ' 4) gives access to x regimes about 2 orders of magnitude lower, down to x ∼ 10−6.

In Fig. 6.256 we show the regions of the (x1, x2) plane covered for charm and beauty
by the ALICE acceptance, at 5.5 TeV (the planned Pb–Pb c.m.s. energy) and at 14 TeV (the
planned pp c.m.s. energy). In this plane the points with equal invariant mass lie on hyperbolae
(x1 = M2

Q Q
/(x2 sNN)), straight lines in the log–log scale: we show those corresponding to the
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Figure 6.256. ALICE acceptance in the (x1, x2) plane for heavy flavours in Pb–Pb at 5.5 TeV
(left) and in pp at 14 TeV (right). The figure is explained in detail in the text.

production of cc̄ and bb̄ pairs at the threshold; the points with constant rapidity lie on straight
lines (x1 = x2exp(+2yQ Q)). The shadowed regions show the acceptance of the ALICE barrel,
covering the pseudorapidity range |η|< 0.9, and of the muon arm9, −4< η <−2.5.

In the case of asymmetric collisions10, e.g. pPb and Pb–p, we have a rapidity shift: the
centre of mass moves with a longitudinal rapidity

yc.m. =
1

2
ln

(
Z1 A2

Z2 A1

)
, (6.104)

obtained from equation (6.101) for x1 = x2. The rapidity window covered by the experiment
is consequently shifted by

1y = yc.m., (6.105)

corresponding to +0.47 (−0.47) for pPb (Pb–p) collisions. Therefore, running with both pPb
and Pb–p will allow the largest interval in x to be covered. The c.m.s. energy in this case
is 8.8 TeV. Figure 6.257 shows the acceptances for pPb and Pb–p, while in Fig. 6.258 the
coverages in pp, Pb–Pb, pPb and Pb–p are compared for charm (left) and beauty (right).

These figures are meant to give only an approximate idea of the regimes accessible
with ALICE; the simple relations for the leading-order case were used, the ALICE rapidity
acceptance cuts were applied to the rapidity of the Q Q pair, and not to that of the particles
actually detected. In addition, no minimum pt cuts were accounted for: such cuts will increase
the minimum accessible value of MQ Q , thus increasing also the minimum accessible x . These
approximations, however, are not too drastic, since there is a very strong correlation in rapidity
between the initial Q Q pair and the heavy-flavour particles it produces and the minimum
accessible pt for D and B mesons in ALICE is expected to be of order 1–2 GeV/c.

6.6.1.2. Heavy-quark production in nucleus–nucleus collisions at high energy. Heavy
quarks are produced in the early stage of the collision in primary partonic scatterings with

9 In the figures the acceptance of the muon arm is shown as 2.5< η < 4; because of a recent change in the definition
of the ALICE global coordinate system, the acceptance reads now −4< η <−2.5.
10 When we write pPb, we mean that the proton moves with pz > 0 ; when we write Pb–p, we mean that the proton
moves with pz < 0.
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Figure 6.257. ALICE acceptance in the (x1, x2) plane for heavy flavours at 8.8 TeV in pPb (left)
and in Pb–p (right).
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Figure 6.258. ALICE acceptance in the (x1, x2) plane for charm (left) and beauty (right) at 5.5,
8.8 and 14 TeV.

large virtuality Q and, thus, on temporal and spatial scales, 1τ ∼1r ∼ 1/Q, which are
sufficiently small for the production to be unaffected by the properties of the medium, in
the case of nucleus–nucleus collisions. In fact, the minimum virtuality Qmin = 2 m Q in the
production of a Q Q pair implies a space-time scale of ∼1/(2 m Q)' 1/2.4 GeV−1

' 0.1 fm
(for charm), to be compared to the expected lifetime of the QGP phase at the LHC, >10 fm.
Thus, the initially-produced heavy quarks experience the full collision history.

We assume that, given the large virtualities that characterise the production of heavy
quarks, the baseline cross section in nucleon–nucleon collisions can be calculated in the
framework of collinear factorisation and perturbative QCD (pQCD). The general lines
followed for the cross section calculations in proton–proton collisions were described in
Section 1.3.8 of PPR Volume I [3] and the results and theoretical uncertainties at LHC energies
are reported in Section 6.6.3. Here, we write the schematic expression for the single-inclusive
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differential cross section for the production of a heavy-flavour hadron HQ :

dσNN→HQ X (
√

sNN,m Q, µ
2
F, µ

2
R)=

∑
i, j = q,q,g

fi (x1, µ
2
F)⊗ f j (x2, µ

2
F)⊗ dσ̂ i j→Q(Q){k}

× (αs(µ
2
R), µ

2
F,m Q, x1x2sNN)⊗ D

HQ

Q (z, µ2
F), (6.106)

where the partonic dσ̂ i j→Q(Q){k} is calculable as a power series in the strong coupling αs,
which depends on the renormalisation scale µR; currently, calculations are performed up to
next-to-leading order (NLO), O(α3

s ). The nucleon Parton Distribution Function (PDF) for the
parton of type i at momentum fraction x1 and factorisation scale µF, which can be interpreted
as the virtuality Q of the hard process, is denoted by fi (x1, µ

2
F). The fragmentation function

D
HQ

Q (z, µ2
F), also dependent on the factorisation scale, parametrizes the probability for the

heavy quark Q to fragment into a hadron HQ with momentum fraction z = pHQ/pQ .
For hard processes, in the absence of nuclear and medium effects, a nucleus–nucleus

(or p–nucleus) collision would behave as a superposition of independent NN collisions. The
charm and beauty differential yields would then scale from pp to AA (or pA) proportionally
to the number Ncoll of inelastic NN collisions (binary scaling):

d2 N
HQ

AA(pA)/dptdy = Ncoll × d2 N
HQ
pp /dptdy . (6.107)

The number of binary collisions can be computed on the basis of the Glauber model of heavy-
ion collisions [766, 767], (see Section 6.6.3.2). Several effects can determine the breakdown
of binary scaling. They are usually divided into two classes:

• Initial-state effects, such as nuclear shadowing, the modification of the parton distribution
functions in the nucleus due to gluon recombination at small x (see Section 1.5.2 of
PPR Volume I [3]). Initial-state effects can, at least in principle, be studied comparing
proton–proton and proton–nucleus collisions, as we briefly discuss in Section 6.6.13. In
the same section we show that, indeed, at LHC energy gluon recombination may occur
even in pp collisions and affect the charm production cross section.

• Final-state effects, due to the interaction of the produced partons with the medium formed
in the collision. Partonic energy loss in the medium would be an example of such an
effect. It is expected to depend on the properties of the medium (gluon density, temperature
and volume) and should, therefore, provide information on such properties. Charm and
beauty quarks are qualitatively different probes with respect to light partons, since, on QCD
grounds, the in-medium energy loss of massive partons is expected to be different from that
of ‘massless’ partons (light quarks and gluons) [768–771], as discussed in Section 6.6.1.4.
Therefore, a comparative study of the attenuation of massless and massive probes allows
one to test the consistency of the interpretation of quenching effects as due to energy loss
in a deconfined medium and to investigate the properties (density) of such a medium. For
heavy quarks with moderate momenta (pt . 10 GeV/c), hadronisation may predominantly
occur inside the medium via the mechanism of coalescence with other quarks present
in the system, rather than via fragmentation in the vacuum outside the medium. As we
briefly discuss in Section 6.6.1.5, the study of this effect may allow the degree of thermal
equilibration of the partonic system formed in the collision to be assessed.

Note that, for heavy quarks, given the large intrinsic virtuality of their production
processes, pQCD allows one to perform the energy extrapolations needed to compare pp,
pA and AA collisions (having different

√
sNN values) in order to disentangle initial- and final-

state effects. This is discussed in Section 6.6.3.1.
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6.6.1.3. Probing initial-state gluon densities in a new energy domain with heavy quarks. In
the kinematic range relevant for Q Q production, assessed in Section 6.6.1.1, the density of
low-x gluons in the two colliding hadrons will be close to saturation of the available phase-
space, so as to already produce significant gluon-recombination effects (gg → g) in the case of
pp collisions. These effects can be accounted for in the PDF Q2-evolution equations by adding
to the standard linear DGLAP term a negative non-linear (quadratic) term (see Ref. [772] and
references therein):

∂ fg(x, Q2)/∂ log Q2
= [DGLAP term of O( fg)] − [term of O( f 2

g )]. (6.108)

The non-linear term, currently calculated only at LO, ‘slows down’ the Q2 evolution at given
x . It has been shown [772] that, for x . 10−2, it allows a higher gluon density at small Q2 (.
10 GeV2), with respect to that obtained with DGLAP terms only, and can maintain at the same
time a good fit of the proton structure function data from HERA. A higher gluon PDF would
imply an enhancement, w.r.t. to DGLAP-based calculations, of cc̄ production at low pt at LHC
energy [773]. Figure 6.259 (left) shows, as a function of pt, the enhancement at the c quark
and at the D meson level, for mc = 1.2 GeV and µ2

F = µ2
R = Q2

= 4 m2
t,c ≡ 4 (m2

c + p2
t ) [774].

Here, hadronisation of heavy quarks is performed using the string fragmentation model
implemented in PYTHIA [150]. The enhancement is expected to survive fragmentation and
is about 30% for D meson pt → 0, even in this ‘pessimistic’ case where relatively-large Q2

values are considered (it should be noted, however, that this is a LO result and the effect
might be smaller at NLO). In Section 6.6.6.2 we show how the enhancement increases in
a more ‘optimistic’ case, corresponding to smaller values of µF and µR, and we outline a
possible strategy to detect the enhancement in pp collisions at the LHC with ALICE. Also
other approaches [775–777] for the inclusion of recombination in gluon evolution, based on
the BK x-evolution equation, lead to potentially observable effects on the charm and beauty
production cross sections in pp collisions at the LHC [778].

In the case of proton–nucleus and nucleus–nucleus collisions, when large-A nuclei are
involved, the high density of gluons at small x and small Q2 induces a suppression of the
PDFs. The effect, indicated as nuclear shadowing, is usually parametrized in terms of the
modification of the parton distribution functions of the nucleon in the nucleus, f A

i (x, Q2),
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with respect to those of the free nucleon, f N
i (x, Q2):

RA
i (x, Q2)=

f A
i (x, Q2)

f N
i (x, Q2)

, (6.109)

where i = qv, qsea, g for valence quarks, sea quarks, and gluons.
A direct consequence of shadowing is the reduction of hard-scattering cross sections in

the phase-space region characterised by small-x incoming partons, hence, at mid-rapidity, low
transverse momentum outgoing partons. As an example, the EKS98 parametrisation [779]
of the PDF’s nuclear modification, shown in Fig. 6.259 (centre) for Q2

= 5 GeV2, predicts
a reduction of the charm (beauty) cross section at NLO of about 35% (20%) in Pb–Pb at
5.5 TeV and 15% (10%) in pPb at 8.8 TeV (see Section 6.6.3.2). However, because of the
lack of experimental data for x . 0.005, there is a significant uncertainty on the strength of
shadowing in this x region and some models predict a much larger suppression than EKS98
(see Section 1.5.2 of PPR Volume I [3] or Ref. [780] for a review). The comparison of Q Q
production in pp and pPb collisions (where final-state effects are not expected to be present) is
regarded as a sensitive tool to probe nuclear PDFs at LHC energy. The ratio of invariant-mass
spectra of dileptons from heavy-quark decays in pPb and pp collisions would measure the
nuclear modification RPb

g [780]. Another promising observable in this respect is the nuclear
modification factor of the D meson pt distribution, defined as

RD
pA(AA)(pt, η)=

1

〈Ncoll〉
×

d2 N D
pA(AA)/dptdη

d2 N D
pp/dptdη

. (6.110)

In Fig. 6.259 (right) we show the sensitivity of RD
pPb to different shadowing scenarios, obtained

by varying the modification of the PDFs in the Pb nucleus (displayed, for gluons, by the curves
labeled ‘a’, ‘b’, ‘c’ and ‘EKS98’ in the central panel of the same figure).

The use of nuclear-modified parton distributions functions allows high-density effects at
small x to be accounted for within the framework of perturbative QCD collinear factorisation.
However, factorisation is expected to break down when the gluon phase-space becomes
saturated. In these conditions, partons in the nuclear wave function at small x would act
coherently, not independently as assumed with factorisation, and, in the limit, they may form
a Colour Glass Condensate (CGC), as discussed in Section 1.2.4 of PPR Volume I [3]. The
relevant parameter in the CGC is the so-called saturation scale Q2

s (x), determined by the
parton density per unit transverse area, and thus growing with the nuclear mass number A
as Q2

s ∼ A/R2
A ∼ A1/3, at fixed x . For a Pb nucleus probed at LHC energy, the estimated

saturation scale at x ∼ 10−4–10−5 is Q2
s ∼ 2–3 GeV2. It has been argued [781] that charm-

quark production in the kinematic domain corresponding to transverse masses smaller than
the saturation scale, m t,c . Qs ∼ 1.5–2 GeV would be strongly affected by the presence of the
CGC. In particular, since the mean intrinsic transverse momentum kt of partons in the CGC
is of order Qs, rather than of order3QCD ∼ 0.2 GeV as assumed in collinear factorisation, the
fact that Qs �3QCD would lead to significantly harder transverse momentum distributions for
charm quarks in pPb collisions than in pp collisions. In addition, the centrality dependence
of the production yields would follow

√
Npart rather than Ncoll scaling [781]. Since robust

predictions are not yet available, for the ALICE performance studies presented in this chapter,
we did not include these saturation effects in the estimate of the baseline heavy-quark
production cross sections, relying instead on the standard collinear factorisation approach.

Heavy-flavour production in proton–nucleus collisions is also suggested as a probe
for multipartonic interaction events, in which more than one hard partonic interaction
takes place within the same hadronic collision (see Section 1.5.3 of PPR Volume I [3]).
In the case of proton–nucleus collisions, these events can be of two types, normal or
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anomalous multipartonic events, depending whether one or more nucleons in the nucleus are
involved [782, 783]. The probability for multiparton scatterings and the normal-to-anomalous
ratio depend on the many-body parton distributions, which contain much more information on
the hadron structure than the single-body parton distributions usually considered in pQCD (the
standard PDFs). They are related to the parton correlations generated by the underlying strong
interaction dynamics. Hence, multipartonic interactions are a promising tool to investigate the
three-dimensional partonic structure functions [782, 783]. The first measurement of double-
parton events was performed in pp collisions at the Tevatron, selecting final states with three
jets and a photon [784]. Calculations for the LHC energy predict a significant cross section for
final states with four jets, even in the case of charm and beauty heavy-flavour jets. In particular,
the cross section for two cc̄ pairs produced via a double-parton event is expected to be up to
10% of the total cc̄ production cross section [785], and much larger than the cc̄ cc̄ cross section
in a single-parton event. Therefore, the observation of a DD or D D pair in the same event
would be a clear signal for cc̄ cc̄ production in a double-parton collision. Experimentally, one
could look for events with a fully-reconstructed D(D) meson and a high-pt `

+(`−) lepton,
or a same-sign high-pt lepton pair11 `±`±. Since normal and anomalous double-parton cross
sections are predicted to have different A dependences, measurements with different nuclei
would allow one to study their relative weight and investigate the interactions between partons
in the hadron structure.

6.6.1.4. Parton energy loss for heavy quarks in nucleus–nucleus collisions. While traversing
the dense matter produced in nucleus–nucleus collisions, the initially-produced hard
partons lose energy, mainly on account of multiple scatterings and medium-induced gluon
radiation, and become quenched. An intense theoretical activity has developed around the
subject [786–790]. We summarize here the general lines of the model proposed by R. Baier,
Yu. L. Dokshitzer, A. H. Mueller, S. Peigné and D. Schiff [787, 788] (BDMPS).

In a simplified picture, an energetic parton produced in a hard collision undergoes, along
its path in the dense medium, multiple scatterings in a Brownian-like motion with mean free
path λ, which decreases as the medium density increases. In this multiple scattering process,
the gluons in the parton wave function pick up transverse momentum kt with respect to its
direction and they may eventually ‘decohere’ and be radiated.

The scale of the energy loss is set by the characteristic energy of the radiated gluons,
which depends on L and on the properties of the medium:

ωc = q̂ L2/2 , (6.111)

where q̂ is the transport coefficient of the medium, defined as the average transverse
momentum squared transferred to the projectile per unit path length, q̂ = 〈k2

t 〉medium/λ [791].
In the case of a static medium, the distribution of the energy ω of the radiated gluons (for

ω� ωc) is of the form:

ω
dI

dω
'

2αs CR

π

√
ωc

2ω
, (6.112)

where CR is the QCD coupling factor (Casimir factor), equal to 4/3 for quark–gluon coupling
and to 3 for gluon–gluon coupling. The integral of the energy distribution up to ωc estimates
the average energy loss of the parton:

〈1E〉 =

ωc∫
0

ω
dI

dω
dω ∝ αs CR ωc ∝ αs CR q̂ L2 . (6.113)

11 These final states can also originate from standard bb̄ production and decay events (e.g. b → `− and b̄ → c̄ → `−).
However, this ‘background’ can be calculated and subtracted, once inclusive beauty production is measured.
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The average energy loss is: proportional to αs CR and, thus, larger by a factor 9/4 = 2.25 for
gluons than for quarks; proportional to the transport coefficient of the medium; proportional
to L2; independent of the initial parton energy E . It is a general feature of all parton energy
loss calculations [786–794] that the gluon energy distribution (6.112) does not depend on
E . Depending on how the kinematic bounds are taken into account, the resulting 1E is
then independent [787, 788] or logarithmically dependent on E [792–794]. However, there
is always an intrinsic dependence of the radiated energy on the initial energy, determined by
the fact that the former cannot be larger than the latter, 1E 6 E . As discussed in Ref. [795],
this effectively results in reducing the difference between quark and gluon average energy
losses and in changing the L dependence from quadratic to approximately linear. Moreover,
since a consistent theoretical treatment of the finite-energy constraint is at present lacking in
the BDMPS framework, approximations have to be adopted, thus introducing uncertainties in
the results [795, 796].

The transport coefficient is proportional to the density of the scattering centres and to the
typical momentum transfer in gluon scattering off these centres. A review of the estimates for
the value of the transport coefficient in media of different densities can be found in Ref. [797]:
the estimate is q̂cold ' 0.05 GeV2 fm for cold nuclear matter and, for a QGP formed at the LHC
with energy density ε ∼ 50–100 GeV/fm3, q̂ may be as large as 100 GeV2/fm.

The medium-induced energy loss of heavy quarks was first studied in Refs. [798, 799].
Subsequently, in Ref. [768] it was argued that for heavy quarks, because of their large mass,
the radiative energy loss should be lower than for light quarks. The predicted consequence of
this effect was an enhancement of the ratio of D mesons to pions (or light-flavoured hadrons in
general) at moderately-large (5–10 GeV/c) transverse momenta, with respect to that observed
in the absence of energy loss.

Heavy quarks with moderate energy, i.e. m/E � 0, propagate with a velocity
β =

√
1 − (m/E)2 significantly smaller than the velocity of light, β = 1. As a consequence,

in the vacuum, gluon radiation at angles 2 smaller than the ratio of their mass to their energy
20 = m/E is suppressed12 [800]. The relatively depopulated cone around the heavy-quark
direction with 2<20 is called the ‘dead cone’.

In Ref. [768] the dead-cone effect is assumed to characterise also in-medium gluon
radiation, and the energy distribution of the radiated gluons (6.112), for heavy quarks, is
estimated to be suppressed by a factor

ω
dI

dω

∣∣∣∣
Heavy

/
ω

dI

dω

∣∣∣∣
Light

=

[
1 +

22
0

22

]−2

=

1 +
(m

E

)2
√
ω3

q̂

−2

≡ FH/L(m/E, q̂, ω), (6.114)

where the expression for the characteristic gluon emission angle [768] 2' (q̂/ω3)1/4 has
been used. The dead-cone suppression factor FH/L in Eq. (6.114) increases (less suppression)
as the heavy-quark energy E increases (the mass becomes negligible) and it decreases at
large ω, indicating that the high-energy part of the gluon radiation spectrum is drastically
suppressed by the dead-cone effect.

A detailed calculation of the radiated-gluon energy distribution ω dI/dω in the case of
massive partons [769] confirms the qualitative feature of lower energy loss for heavy quarks,
although the effect is found to be quantitatively smaller than that derived with the dead-cone
approximation of Ref. [768]. A comparison of the results obtained in the two cases for the
D meson suppression in central Pb–Pb collisions at the LHC can be found in Ref. [801].
Calculation results published in Ref. [802] and based on the BDMPS formalism (modified for

12 A term (22 +22
0)

−2 governs the angular dependence of the propagator of the gluon-radiation process Q → Qg.
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Figure 6.260. Heavy-to-light ratios, Eq. (6.115), for D mesons (upper plots) and B mesons (lower
plots) for the case of a realistic heavy quark mass (plots on the right) and for a case study in which
the quark-mass dependence of parton energy loss is neglected (plots on the left). From Ref. [802].

massive partons according to Ref. [769]) and on a Glauber-model description of the collision
geometry, indicate the heavy-to-light ratios at the LHC as promising new observables to test
the partonic mechanism expected to underlie jet quenching. The heavy-to-light ratios for D
and B mesons, RD/h and RB/h , are defined as the ratio of the nuclear modification factors of
the heavy-flavoured mesons to that of light-flavoured hadrons (h):

RD(B)/h(pt)= RD(B)
AA (pt)

/
Rh

AA(pt)=
d2 N D(B)

AA /dptdy

d2 N D(B)
pp /dptdy

/
d2 N h

AA/dptdy

d2 N h
pp/dptdy

. (6.115)

Heavy-to-light ratios are suggested to be sensitive to the colour-charge and to the mass
dependence of medium-induced parton energy loss [802], as illustrated in Fig. 6.260 where
RD/h(pt) and RB/h(pt) are shown, without and with the effect of the c and b masses, for the
transport coefficient range q̂ = 25–100 GeV2/fm, expected for central Pb–Pb collisions at the
LHC on the basis of the Rh

AA values measured at RHIC [340, 803] (the curves for the much
lower value q̂ = 4 GeV2/fm are reported as well for comparison).

• For D mesons (see upper panels of Fig. 6.260 for mc = 0, 1.2 GeV) the effect of the charm
mass is expected to be small and limited to the range pt < 10 GeV/c, where initial-state
effects, like shadowing, or final-state effects other than parton energy loss, like in-medium
hadronisation, may prevent a clear analysis of heavy-to-light ratios. For higher transverse
momentum (10. pt . 20 GeV/c), charm quarks would behave essentially like massless
quarks. However, since at LHC energy light-flavoured hadron yields are dominated by
gluon parents, RD/h would be enhanced with respect to unity as a consequence of the larger
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colour charge (reflected in the Casimir factor CR) of gluons relative to quarks. Therefore,
RD/h would be a sensitive probe of the colour-charge dependence of parton energy loss.

• For B mesons (see lower panels of Fig. 6.260 for mb = 0, 4.8 GeV), in contrast, the heavy-
to-light ratio would be strongly enhanced due to the large b mass even in the range
10. pt . 20 GeV/c, thus providing a sensitive test of the mass dependence of parton
energy loss.

These predictions for the heavy-flavour meson nuclear modification factors RD,B
AA ,

published in Ref. [802], are taken as a reference to estimate the ALICE sensitivity to the
quenching of charm particles. The results of this study are presented in Section 6.6.5.

6.6.1.5. Azimuthal dependence of heavy-flavour production in nucleus–nucleus collisions.
The azimuthal anisotropy of particle production in non-central events is regarded as a powerful
tool to study the early stage of nucleus–nucleus collisions (see Section 1.3.2 of PPR Volume
I [3] and Section 6.4). The spatial anisotropy of the almond-shaped nuclear overlap region in
the initial stage is expected to be transferred into momentum anisotropy in the final state. The
azimuthal anisotropy is defined by

dN

dϕ
= N0

{
1 +

∑
i

2vi cos(i(ϕ−9R.P.))

}
, (6.116)

where N0 is a normalization constant, ϕ is the azimuthal angle of particles, and 9R.P. is the
direction of the collision impact parameter (reaction plane) in a given event. The parameter
v2, the second harmonic coefficient of the Fourier expansion of the azimuthal distribution, is
called elliptic flow and it is expected to be sensitive to the early pressure.

The pt dependence of v2 has been measured for identified hadrons at RHIC up to
pt ' 4–6 GeV/c [205, 362, 530, 536]. It is found that v2 scales as a function of pt according
to the number of constituent quarks, namely v2/n as a function of pt/n is universal, where n
is the number of constituent quarks, i.e. 2 (3) for mesons (baryons). This scaling behaviour
is consistent with the prediction of the quark coalescence model for hadronisation [304, 305,
575, 804], in which mesons (baryons) at intermediate 2. pt . 5 GeV/c would be formed by
coalescence of 2 (3) quarks or antiquarks from the partonic medium that are close in phase-
space (velocity), rather than by parton fragmentation. The n-scaling of v2 suggests that elliptic
flow develops in the partonic phase for hadrons made of light quarks.

A non-zero v2 also for heavy quarks would support partonic level thermalisation and
very high density at the early stage of the collision. A recent measurement of the v2 of
electrons from heavy-flavour (mainly charm) decays by the PHENIX Collaboration [805],
that we will further discuss in Section 6.6.2, and preliminary measurements by the STAR
Collaboration [806], compared to theoretical predictions [807], favour a scenario in which the
charm quark has a similar v2 to lighter quarks. At the LHC, the large cross section for heavy-
quark production will allow the direct measurement of charm and beauty mesons v2, not only
in the intermediate pt region up to 8–10 GeV/c, where the parton coalescence mechanism
is expected to be relevant, but possibly also at higher momenta, where hadronisation should
take place via fragmentation out of the medium. The high-pt hard partons (or heavy quarks)
should not thermalize in the medium and, thus, they should not acquire the large elliptic flow
induced by collective pressure effects. Their azimuthal anisotropy in non-central collisions
should instead be mainly determined by the path-length dependence of QCD energy loss in
the geometrically-asymmetric dense medium.

In summary, depending on the considered momentum range, the measurement of the D
and B mesons azimuthal anisotropy v2 probes (a) the degree of thermalisation of charm and
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Figure 6.261. Total charm production cross section from pp and pA measurements compared to
NLO calculations [808] using MRSD– (solid), MRST HO (dashed) and MRST LO (dot-dashed)
parton distributions.

beauty quarks in the expanding medium, at low and intermediate momenta (.10 GeV/c);
(b) the in-medium path-length dependence of heavy-quark energy loss in the almond-shaped
partonic system, at higher momenta (&10 GeV/c).

6.6.2. Current experimental results on heavy-quark hadroproduction

6.6.2.1. Proton–proton and proton–nucleus collisions. The existing data on the total charm
production cross section in pp and pA collisions up to ISR energies,

√
s ' 63 GeV, are

roughly reproduced by NLO pQCD calculation results (scaled by the number of binary
nucleon–nucleon collisions, in the pA case). This is illustrated in Fig. 6.261, where the data,
normalized to one binary collision, are compared [808] to theoretical results obtained with the
HVQMNR program by Mangano, Nason and Ridolfi [809], using the following values for the
heavy-quark masses (mc, mb) and for the factorisation and renormalisation scales (µF, µR):

mc = 1.2 GeV µF = µR = 2µ0 for charm, (6.117)

mb = 4.75 GeV µF = µR = µ0 for beauty, (6.118)

where µ0 ≡

√
(p2

t,Q + p2
t,Q
)/2 + m2

Q is approximately equal to the transverse mass of the

produced heavy quarks. For the estimation of the baseline Q Q production cross sections
and single-inclusive pt distributions in pp collisions at LHC energies, we use the HVQMNR
program with these parameter values (see Section 6.6.3).

For RHIC (pp and dAu at
√

sNN = 200 GeV) and for the Tevatron (pp̄ at
√

s = 1.96 TeV),
the best description of the pt-differential cross sections has been obtained within the FONLL
(fixed order next-to-leading log) theoretical framework [810], which coincides with the fixed
order (NLO) HVQMNR calculation in the low-pt region while being more accurate at high
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Figure 6.262. D-meson production measurements from the STAR experiment in dAu collisions
at

√
sNN = 200 GeV [811, 812] (top left) and from the CDF experiment in pp̄ collisions at

√
s = 1.96 TeV [815] (top right) compared to FONLL calculations [813, 815]. Beauty production

measurements from the CDF experiment (pp̄ at
√

s = 1.96 TeV) [810] compared to FONLL and
MC@NLO [816] calculations (bottom).

pt where terms beyond next-to-leading order are partially accounted for in a next-to-leading-
log resummation. Charm production is slightly underpredicted by the theory at both c.m.s.
energies, as shown by the comparison of D meson pt-differential cross sections at RHIC [811,
812]13 and Tevatron [815] to FONLL predictions in Fig. 6.262 (upper panels) [813, 815].
In contrast, beauty production at the Tevatron is fairly well described by the calculation
results (see comparison for the pt distribution of J/ψ from B decays in the lower panel of
Fig. 6.262 [810]).

6.6.2.2. Heavy-ion collisions. The currently available data on open charm production in
ultra-relativistic nucleus–nucleus collisions do not allow us to draw firm conclusions yet.
At SPS energy,

√
sNN = 17.3 GeV, the dimuon enhancement in the invariant-mass region

13 Similar results are found for the comparison [813] to data on single electrons from heavy-flavour decays in pp
collisions at RHIC [811, 812, 814].
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Figure 6.263. Heavy-quark decay electron nuclear modification factor RAA in different Au–Au
centrality classes at

√
sNN = 200 GeV, as measured by the PHENIX Collaboration [821]. The

point-by-point shaded error bars represent the systematic uncertainties coming from the pp
normalization.

between 1 and 3 GeV, measured by the NA50 experiment [817] in central Pb–Pb collisions,
was suggested as a possible indication for enhanced open charm production. However,
preliminary data from the NA60 experiment [818], which is equipped with silicon-pixel
vertex detectors, do confirm the observation of a dimuon excess, but seem to rule out
charm enhancement as the origin of the excess [819]. At RHIC energy,

√
sNN = 200 GeV,

single electrons from heavy-flavour decays (mainly D and B mesons) are found to have
a large suppression for pt & 2 GeV/c in Au–Au relative to binary-scaled pp collisions
(PHENIX [820, 821] and STAR preliminary [327]). The nuclear modification factor values are
similar to those measured for light-flavour hadrons, and comparison with theory calculations
will clarify whether such a large suppression can be reconciled with the prediction of smaller
energy loss of massive partons. The PHENIX and STAR Collaborations have as well measured
the azimuthal anisotropy of heavy-flavour electrons [805, 806]. In the following, we shortly
describe the RAA and v2 measurements that have been published by PHENIX [805, 821].

The PHENIX experiment at RHIC obtained an indirect estimate of heavy-flavour
production in pp and Au–Au collisions at

√
sNN = 200 GeV from the measurement of

single electrons at central rapidity (|η|< 0.35) [820]. The expected sources of electrons
are (1) Dalitz and dielectron decays of light mesons, (2) photon conversions, (3) kaon semi-
electronic decays, and (4) semi-electronic decays of D mesons (and of B mesons for electron
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Figure 6.264. The elliptic flow coefficient v2 for electrons from heavy-flavour decays measured
by PHENIX in Au–Au collisions at

√
sNN = 200 GeV [805], compared to theoretical calculations

from Ref. [807].

pt & 4 GeV/c [813]). Contributions (1) and (3) were estimated using a simulation tuned to
reproduce the π± and π0 measurements by PHENIX and subtracted. The contribution of
photon conversions (2) was directly estimated in a special run with an additional converter
layer and subtracted. In central Au–Au collisions at RHIC, high-pt hadrons are observed
to be significantly suppressed relative to binary scaling from pp collisions (RAA ' 0.2–0.3
for pt & 5 GeV/c) [340, 803]. A similarly-large suppression has recently been measured by
the PHENIX Collaboration also in the RAA of single electrons from heavy-quark decays for
pt & 2 GeV/c, as shown in Fig. 6.263 from Ref. [821] (similar results have been reported by
the STAR Collaboration [327]). Theoretical calculations of in-medium energy loss predict
comparable RAA suppression for high-pt charm-decay electrons and for light-flavoured
hadrons (see Section 6.6.1.4). However, the perturbative QCD calculations implemented
in FONLL predict beauty decays to contribute significantly to the heavy-flavour electron
spectrum at RHIC energy for pt & 4 GeV/c [813]. When this beauty component is included,
the calculated electron RAA values become larger [822, 823], but still compatible with data
within the experimental and theoretical uncertainties. In particular, the relative importance
of the charm and beauty components has a significant perturbative uncertainty, which could
be removed by a precise direct measurement of the D meson pt-differential production cross
section at RHIC.

The PHENIX experiment has measured the elliptic flow coefficient v2 (see
Section 6.6.1.5) of electrons from heavy-flavour decays in minimum-bias Au–Au collisions
at

√
sNN = 200 GeV [805]. The measurement is obtained by subtracting, from the inclusive

electron v2, the v2 of electrons from non-heavy-flavour sources, such as photon conversions
and Dalitz decays of light neutral mesons. In the covered range 0.4< pt < 2 GeV/c, the
heavy-flavour electron v2 is found to be non-zero with a 90% confidence level. The data are
compared to results of two model calculations [807], in the framework of hadronisation via
coalescence, that assume different scenarios: either no reinteraction of the initially produced
charm quarks (in this case v2,c = 0 and the v2 of the D meson is only due to that of the
u or d quark it contains) or complete thermalisation with the bulk matter (v2,c ≈ v2,u,d and
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Table 6.50. NLO calculation [809] for the total cc̄ and bb̄ cross sections in pp collisions at 5.5, 8.8
and 14 TeV, using the MRST HO and CTEQ 5M1 parton distribution functions.

σ cc̄
pp [mb] σ bb̄

pp [mb]

√
s 5.5 TeV 8.8 TeV 14 TeV 5.5 TeV 8.8 TeV 14 TeV

MRST HO 5.9 8.2 10.3 0.19 0.28 0.46
CTEQ 5M1 7.4 9.4 12.1 0.22 0.31 0.55

Average 6.6 8.8 11.2 0.21 0.30 0.51

v2,D ≈ v2,c + v2,u,d). Both of these calculations are consistent, within errors, with the measured
heavy-flavour electron v2. Preliminary results [806] from the STAR experiment reaching up to
pt ' 3 GeV/c favour the scenario of v2,c ≈ v2,u,d (upper curve in Fig. 6.264). Higher statistics
data that will be available in the near future are expected to allow an unambiguous statement
on this issue.

6.6.3. Charm and beauty production at the LHC. In Section 6.6.3.1 we report the most
recent results (and the uncertainties) of the next-to-leading order pQCD calculations for the
cross sections in proton–proton collisions at LHC energies. These results are extrapolated
to Pb–Pb and pPb collisions in Section 6.6.3.2, taking into account the predicted nuclear
modification of the parton distribution functions. The heavy-quark kinematic distributions
as predicted by NLO pQCD are reported in Section 6.6.3.3. We tuned the PYTHIA event
generator in order to reproduce such results for the c and b single-inclusive transverse
momentum distributions (Section 6.6.3.4). Finally, we report the expected yields and
transverse momentum distributions for D and B mesons (Section 6.6.3.5).

6.6.3.1. Cross sections in nucleon–nucleon collisions. The results for LHC energies
(
√

s = 5.5, 8.8 and 14 TeV) are reported in Table 6.50. These values are obtained using the
NLO pQCD calculation implemented in the HVQMNR program [809] with the two sets of
parton distribution functions MRST HO [824] and CTEQ 5M1 [825]. The difference due to
the choice of the parton distribution functions is relatively small (' 20–25%). We chose to
use as a baseline the average, also reported in Table 6.50, of the values obtained with these
two sets of PDFs.

The dependence on the PDF set represents only a part of the uncertainty on the theoretical
estimate. Using as a guideline the prescription described in Ref. [813], we performed an
evaluation of the theoretical uncertainties on the single-inclusive pt-differential cross sections
for c and b quarks by varying the mc (mb), µF and µR parameters in the ranges 1.3< mc <

1.7 GeV, 4.5< mb < 5.0 GeV, 0.5< µF/µ0 < 2 and 0.5< µR/µ0 < 2, with µ0 ' m t,Q as
defined in Section 6.6.2.114. The two scales µF and µR are varied independently with the
constraint 0.5< µF/µR < 2. The uncertainty bands shown in Fig. 6.265 are the envelope of
the resulting cross sections. The contribution due to the mass uncertainty, shown separately,
is significantly smaller than that due to the variation of the scales. The total uncertainties span
an approximately pt-independent factor of about 2–3 for pt & 5 GeV/c, while they become
larger at lower transverse momenta where the scales, µF and µR, and the momentum fractions,
x1 and x2, are small and the scale-dependence of the PDFs is large.

14 We use central parameter values as in Ref. [813], namely mc = 1.5 GeV, mb = 4.75 GeV and µF = µR = µ0.
Note that, for charm, they are slightly different with respect to those we use to define our baseline cross section (see
Eq. (6.117)).
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Figure 6.265. Evaluation of the theoretical uncertainty on the single-inclusive c and b quark
pt-differential cross sections at

√
s = 14 TeV . Calculations are performed using the HVQMNR

program [809]. No rapidity selection is applied.
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Figure 6.266. The theoretical uncertainty on the ratio of single-inclusive heavy-quark pt-
differential cross sections at

√
s = 14 TeV and at

√
s = 5.5 TeV (upper panels, charm on the left

and beauty on the right). In the lower panels, the same band is normalized to unity, i.e. divided
by its central value, in order to quantify its relative width. Calculations are performed using the
HVQMNR program [809]. No rapidity selection is applied. The oscillations observed for charm
are caused by statistical fluctuations in the calculation results.

Figure 6.266 shows the corresponding theoretical uncertainty band for the ratio of the
single-inclusive heavy-quark cross sections at

√
s = 14 TeV and

√
s = 5.5 TeV. Despite the

large spread in the absolute cross sections at a given energy, the ratio is much less dependent
on the choice of the parameters. In particular, we observe no dependence at all on the
value of the heavy-quark mass mQ and on the value of the renormalisation scale µR. The
uncertainty on the ratio is solely determined by the variation of the factorisation scale µF;
this is due to the fact that, for the same heavy-quark pt, different Bjorken x ranges are
probed at 5.5 and at 14 TeV, and changing the factorisation scale affects the x dependence
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of the PDFs. These results indicate that a pQCD-based extrapolation can be used to compare
the cross sections measured in Pb–Pb collisions at

√
sNN = 5.5 TeV with those measured in

pPb at
√

sNN = 8.8 TeV and in pp at
√

s = 14 TeV. The systematic error introduced by the
extrapolation is of about 12% for charm and 8% for beauty, as shown in the lower panels of
Fig. 6.266.

Yields in proton–proton collisions at
√

s = 14 TeV. Using the proton–proton inelastic cross
section σ inel

pp = 70 mb at 14 TeV [3] and the average heavy-flavour cross sections in the last

row of Table 6.50, we calculate the yields for the production of Q Q pairs as

N Q Q
pp = σ Q Q

pp

/
σ inel

pp . (6.119)

We obtain the central values of 0.16 cc̄ pairs and 0.0072 bb̄ pairs per event.

6.6.3.2. Extrapolation to heavy-ion collisions. In this section we derive the extrapolation of
the cross sections and yields to central Pb–Pb collisions and to pPb collisions.

Nucleus–nucleus collisions. If no nuclear effects are taken into account, a nucleus–nucleus
collision can be considered, for hard processes, as a superposition of independent
nucleon–nucleon (NN) collisions. Thus, the cross section for such processes in heavy-ion
collisions can be calculated using a simple geometrical extrapolation from pp collisions,
i.e. assuming that the hard cross section scales from pp to nucleus–nucleus collisions
proportionally to the number of inelastic nucleon–nucleon collisions (binary scaling).

Nuclear effects—such as nuclear shadowing, broadening of the parton intrinsic transverse
momentum (kt) in the nucleon, in-medium parton energy loss, as well as possible
enhancements due to additional production in the medium—can modify this geometrical
scaling from pp to nucleus–nucleus collisions. Such effects are, indeed, what we want to
measure. We chose to include in the simulation only nuclear shadowing and broadening of
the intrinsic kt, since they are well established effects. While the broadening of the intrinsic
kt affects only the kinematic distributions of the produced heavy quarks, shadowing modifies
also the total hard cross section. Nuclear shadowing can be accounted for by recalculating
the hard cross section in elementary nucleon–nucleon collisions with nuclear-modified parton
distribution functions and extrapolating to the nucleus–nucleus case.

In the following, the extrapolation, based on the Glauber model [766, 767], is derived in
the general case of the collision of two nuclei with mass numbers A and B, and numerical
examples are given for the specific case of Pb–Pb reactions at

√
sNN = 5.5 TeV.

We are interested in the cross section for a set of events in a given centrality range, defined
by the trigger settings. The centrality selection is assumed to correspond to a cut on the impact
parameter b of the collision: 06 b < bc. The sample of events defined by this cut contains a
fraction of the total number of inelastic collisions, i.e. of the total inelastic cross section,
given by

F(bc)=

bc∫
0

db
dσ inel

AB

db

/ ∞∫
0

db
dσ inel

AB

db
. (6.120)

The definition of the centrality in terms of integrated inelastic cross section is more
appropriate, since the cross section is directly measured, while the estimate of the impact
parameter depends on the model used to describe the geometry of the collision.

In the following, we consider two options for the centrality selection, corresponding to
5% and 10% of the total inelastic cross section. The values of bc that give these selections are
3.5 fm and 5 fm, respectively.



ALICE: Physics Performance Report, Volume II 1771

b

s b-s

A B
y

x bc [fm]

σin
el

Pb
-P

b 
[b

ar
n]

5% σtot

b c 
=

 3
.5

 fm

0

1

2

3

4

5

6

7

8

0 2.5 5 7.5 10 12.5 15 17.5 20

Figure 6.267. Left: collision geometry in the plane transverse to the beam line. Right: inelastic
Pb–Pb cross section as a function of the impact parameter cut b < bc; for clarity, here and in
Fig. 6.268, only the value corresponding to 5% of the total inelastic cross section is explicitly
indicated.

The inelastic cross section corresponding to a given centrality selection is found by
integrating the interaction probability up to impact parameter bc:

σ inel
AB (bc)=

bc∫
0

db
dσ inel

AB

db
= 2π

bc∫
0

b db
{
1 − [1 − σNNTAB(b)]

AB
}
. (6.121)

For the numerical examples, we used the value σNN = 60 mb for the nucleon–nucleon inelastic
cross section at 5.5 TeV [409]. The total thickness function TAB

TAB(b)=

∫
d2s TA(Es) TB(Es − Eb) (6.122)

(vectors defined as in Fig. 6.267, left) is expressed in terms of the thickness function of the
nucleus Ti (Es)=

∫
dz ρi (z, Es) for i = A, B, where ρi is the Woods–Saxon nuclear density

profile [128]—the thickness function is normalized to unity:
∫

d2s Ti (Es)= 1. In Fig. 6.267
(right) the inelastic cross section (6.121) is shown as a function of bc.

The average number of inelastic collisions for a given impact parameter b is

σNN · AB TAB(b). (6.123)

By replacing the inelastic nucleon–nucleon cross section σNN with the elementary cross
section for a given hard process σ hard

NN , we obtain the average number of inelastic collisions
that yield the considered hard process:

σ hard
NN · AB TAB(b), (6.124)

and the cross section for hard processes for 06 b < bc:

σ hard
AB (bc)= σ hard

NN · 2π

bc∫
0

b db AB TAB(b). (6.125)

For minimum-bias collisions (bc = +∞), we have

σ hard
AB = σ hard

NN AB. (6.126)
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Figure 6.268. Left: cross section for a hard process in Pb–Pb collisions relative to that in
nucleon–nucleon collisions as a function of the impact parameter cut b < bc . Right: yield of the
hard process in Pb–Pb collisions relative to that in nucleon–nucleon collisions as a function of the
impact parameter cut b < bc (right).

The ratio of the hard cross section in nucleus–nucleus collisions, with a centrality cut
b < bc, relative to the cross section in nucleon–nucleon interactions is (see Fig. 6.268, left)

f hard(bc)=
σ hard

AB (bc)

σ hard
NN

= 2π

bc∫
0

b db AB TAB(b). (6.127)

The number (yield) of hard processes per triggered event is

N hard
AB (bc)=

σ hard
AB (bc)

σ inel
AB (bc)

=R(bc) · σ
hard
NN (6.128)

where (Fig. 6.268, right)

R(bc)=

bc∫
0

b db AB TAB(b)

bc∫
0

b db
{
1 − [1 − σNNTAB(b)]AB

} . (6.129)

For a 5% (10%) centrality cut in Pb–Pb collisions, the yield N hard
AB is obtained by

multiplying the elementary cross sections by 26.6 (23.7)mb−1.

Cross sections and yields in Pb–Pb collisions at
√

sNN = 5.5 TeV. We used the EKS98
parametrisation [779] of nuclear shadowing (see Section 6.6.1.3). The shadowing factor
RPb

g for gluons in a 208Pb nucleus has been shown in the central panel of Fig. 6.259. The
centrality dependence of the shadowing is weak for collisions in the considered centrality
range (up to 10% of σ inel) [826] and is neglected here. The reduction of the cross section
due to shadowing amounts to about 35% for cc̄ pairs and to about 15% for bb̄ pairs (as
seen in Section 6.6.1.1, beauty production corresponds to larger values of x , less affected
by the shadowing suppression). In Section 6.6.3.3 we will discuss how nuclear shadowing is
expected to modify the heavy-quark kinematical distributions.
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Table 6.51. Total cross sections and yields for charm and beauty production in NN and Pb–Pb
collisions at

√
sNN = 5.5 TeV. The effect of shadowing is shown as the ratio Cshad of the cross

section calculated with and without the modification of the parton distribution functions. For the
Pb–Pb case we report results for two centrality ranges: 5% and 10% of the total inelastic cross
section.

Charm Beauty

w/o shadowing 6.64 0.21
σ

Q Q
NN [mb]

w/shadowing 4.32 0.18

Cshad 0.65 0.84

5%σ inel 45.0 1.79
σ

Q Q
Pb−Pb[b]

10%σ inel 81.0 3.38

5%σ inel 115 4.56
N Q Q

Pb−Pb 10%σ inel 102 4.06

Table 6.51 reports the charm and beauty total cross sections and yields per NN collision
(with and without shadowing) at

√
sNN = 5.5 TeV , as calculated with the HVQMNR program,

and the extrapolated values for Pb–Pb collisions. The values shown correspond to the average
of the results obtained with MRST HO and CTEQ 5M1 parton distribution functions. For the
Pb–Pb case we used two centrality ranges: 5% and 10% of the total inelastic cross section.

The ratio N Q Q
Pb−Pb(5%σ inel)/N Q Q

Pb−Pb(10%σ inel) is about 1.12.

Proton–nucleus collisions. For the extrapolation to proton–nucleus collisions we use the
same method described for the case of nucleus–nucleus collisions. We consider minimum-
bias collisions (with no centrality selection15), and we use B = 1 and TB(Es)= δ(Es) for the
proton, assumed to be point-like. The total cross section for hard processes (6.125) becomes

σ hard
pA = σ hard

NN · 2π

∞∫
0

b db A TA(b)= A σ hard
NN . (6.130)

The number of hard processes per minimum-bias pA collision is

N hard
pA = A σ hard

NN

/
σ inel

pA . (6.131)

Cross sections and yields in pPb collisions at
√

sNN = 8.8 TeV. Using A = 208 and σ inel
pPb =

1.9 barn [3], the yield of Q Q pairs per minimum-bias collision is

N Q Q
pPb = σ

Q Q
NN · 0.109 mb−1. (6.132)

As for the Pb–Pb case, the effect of nuclear shadowing was accounted for by using the
EKS98 parametrisation [779]. Clearly, the effect is lower for pPb, since one of the colliding
nuclei is a proton: the reduction of the cross sections due to nuclear shadowing is about
20% for charm and about 10% for beauty. The cross sections and yields for charm and
beauty production in NN (with and without shadowing) and minimum-biaspPb collisions at

15 It has recently been shown that the sample of minimum-bias pPb collisions can be subdivided in at least three
centrality classes using the ALICE Zero Degree Calorimeter (Section 6.1.6). However, for the estimate of the heavy-
quark production yields, as well as for the open charm detection performance study presented in Section 6.6.4.6, we
considered minimum-bias pPb collisions.
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Table 6.52. Total cross sections and yields for charm and beauty production in NN and pPb
collisions at

√
sNN = 8.8 TeV. The effect of shadowing is shown as the ratio Cshad of the cross

section calculated with and without the modification of the parton distribution functions.

Charm Beauty

w/o shadowing 8.80 0.30
σ

Q Q
NN [mb]

w/ shadowing 7.16 0.27

Cshad 0.80 0.90

σ
Q Q
pPb [b] 1.49 0.056

N Q Q
pPb 0.78 0.029

Table 6.53. Summary table of the production yields and of the average magnitude of nuclear
shadowing in pp, pPb, and Pb–Pb collisions.

Charm Beauty

System pp pPb Pb–Pb pp pPb Pb–Pb
Centrality min.-bias min.-bias centr. (5%) min.-bias min.-bias centr. (5%)
√

sNN 14 TeV 8.8 TeV 5.5 TeV 14 TeV 8.8 TeV 5.5 TeV

N Q Q 0.16 0.78 115 0.0072 0.029 4.56
Cshad 1 0.80 0.65 1 0.90 0.84

√
sNN = 8.8 TeV are reported in Table 6.52. The values shown correspond to the average of

the results obtained with the MRST HO and CTEQ 5M1 parton distribution functions.
A summary of the production yields and of the average magnitude of nuclear shadowing

in the three considered colliding systems is presented in Table 6.53.

6.6.3.3. Heavy-quark kinematical distributions. Figures 6.269 and 6.270 present the
transverse momentum and rapidity distributions, obtained using the NLO pQCD program
HVQMNR, for c and b quarks, respectively. The distributions for Pb–Pb and pPb are
normalized to the cross section per nucleon–nucleon collision.

We used the CTEQ 4M [827] set of PDFs. We verified that the results given by this set lie
in between the ones obtained with the more recent CTEQ 5 and MRST sets for all the relevant
kinematical quantities [828]. For the other parameters the values specified in Section 6.6.3.1
were used: mc = 1.2 GeV, µR = µF = 2µ0 for charm and mb = 4.75 GeV, µR = µF = µ0

for beauty. Nuclear shadowing is included via the EKS98 parametrisation [779]. The
parton intrinsic kt is sampled from a Gaussian distribution with mean 0 and σ(=

√
〈k2

t 〉)

equal to 1, 1.16, 1.30 GeV/c for charm production in pp, pPb and Pb–Pb, respectively, and
equal to 1, 1.60, 2.04 GeV/c for beauty production in pp, pPb and Pb–Pb, respectively. These
values are taken from Ref. [808]. The same parameters are used also in the calculations
shown in the next section. In the case of pPb events the rapidity distribution in the centre-
of-mass frame is plotted; the rapidity distribution in the laboratory frame would be shifted by
1y = 0.47.

The comparison of the pt distributions for pp and Pb–Pb (and for pp and pPb) at the
same centre-of-mass energy shows that nuclear shadowing affects heavy-quark production
only for relatively low transverse momenta (pt < 5–6 GeV/c with EKS98), where the Q Q
pairs are produced by low-x gluons. This is clearly seen in the ratios of the distributions,
reported in the insets. The value for the upper limit, ≈ 5 GeV/c, of the pt-region affected by
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Figure 6.269. Inclusive c quark pt and rapidity distributions obtained from the HVQMNR
program. The distributions for Pb–Pb and pPb are normalized to the cross sections per
nucleon–nucleon collision and they include the effects of nuclear shadowing and intrinsic kt
broadening.

the shadowing in Pb–Pb collisions can be cross-checked with the following simple estimate:
for the back-to-back production of a cc̄ pair at central rapidity, with transverse momenta
pc

t = pc̄
t = 5 Gev/c, we have Q ' 2 pt = 10 GeV and x ' Q/

√
sNN = 10/5500 ' 2 × 10−3;

for these values of x and Q, the EKS98 parametrisation gives RPb
g (defined in Eq. (6.109))
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Figure 6.270. Inclusive b quark pt and rapidity distributions obtained from the HVQMNR
program. The distributions for Pb–Pb and pPb are normalized to the cross sections per
nucleon–nucleon collision and they include the effects of nuclear shadowing and intrinsic kt
broadening.

' 90%. This suppression is already quite small and it is partially compensated by the kt

broadening.
A relevant feature of Q Q production in pPb collisions is a depletion in the forward region

(where the proton goes) of the rapidity distributions. This effect is due to the shadowing
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Figure 6.271. Some of the PYTHIA processes defined as pair creation, flavour excitation and
gluon splitting. The thick lines correspond to the hard process, the thin ones to the initial- or
final-state parton shower.

which is biased toward forward rapidities, where the smallest x values in the Pb nucleus are
probed.

Note that the width of the rapidity distributions is expected to increase with increasing
√

s (see Eq. (6.103)). This is not observed in the plotted results on account of a feature of the
parametrisations of the parton distribution functions: most of them, including CTEQ 4, are
valid only down to x = 10−5; below this value the behaviour depends on the implementation
of the specific parametrisation but has no physical meaning [for example, for CTEQ 4 the
gluon density g(x) is kept constant at g(10−5)]. The rapidity range in which the evolution of
the parton distribution functions is reliable depends on the c.m.s. energy; for charm production
at

√
s = 5.5 TeV (14 TeV) this range is found to be |y|< 4.3 (|y|< 3.4), using equation

(6.103) with x1 > 10−5 and x2 > 10−5. This feature is not present in the latest CTEQ set of
PDFs, CTEQ 6 [829], which are parametrized down to x = 10−6.

6.6.3.4. Heavy-quark production in Monte Carlo event generators. The program used for
the NLO calculations reported in the previous sections is not well suited to be included in a
simulation since it is not an event generator and it does not provide parton kinematics, but only
inclusive distributions. On the other hand, widely used event generators, like PYTHIA [150]
and HERWIG [830], are exact only at leading order, when only the pair creation processes,
qq → Q Q and gg → Q Q (see Fig. 6.271), are included. Higher-order contributions are
included in these generators in the parton shower approach (see, for example, Ref. [831]). This
model is not exact at next-to-leading order, but it reproduces some aspects of the multiple-
parton-emission phenomenon. In the following we will concentrate on the PYTHIA event
generator; the version we have used is PYTHIA 6.150.

In PYTHIA, the processes giving rise to contributions above leading order, like (see
Fig. 6.271) flavour excitation, qQ → qQ and gQ → gQ, and gluon splitting, g → Q Q, are
calculated using a massless matrix element. As a consequence the cross sections for these
processes diverge as phard

t vanishes16. These divergences are regularized by putting a lower
cut-off on phard

t . The value of the minimum phard
t cut has a large influence on the heavy-

flavour cross section at low pt, a region of prime interest for ALICE physics. Our approach
was, therefore, to tune the PYTHIA parameters in order to reproduce as well as possible
the NLO predictions (HVQMNR). We used PYTHIA with the option MSEL = 1 that allows
the different processes to be to switched on one by one (see Ref. [832] for more details). The
main parameter we tuned is the lower phard

t limit. In this procedure we compared, between

16 phard
t is defined as the transverse momentum of the outgoing quarks in the rest frame of the hard interaction.
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Figure 6.272. Comparison between PYTHIA results (solid histograms) for the LO process
gg → cc̄, without parton shower, and corresponding HVQMNR prediction (dashed histograms).
The centre-of-mass energy is

√
s = 5.5 TeV.

PYTHIA and HVQMNR, the following distributions of the bare quarks:

• inclusive pt and rapidity distributions of the quark (antiquark);
• invariant mass MQ Q of the pair;

• pt of the pair, defined as the projection on the plane normal to the beam axis of the Q Q
total momentum;

• angle 1ϕ between the quark and the antiquark in the plane normal to the beam axis.

In the simulations for Pb–Pb collisions at
√

sNN = 5.5 TeV the parton distribution
functions used are the CTEQ 4, modified for nuclear shadowing using the EKS98 [779]
parametrisation.

Before presenting the results of the tuning of PYTHIA to reproduce the pQCD results
at NLO, we show that, with the same input parameters, PYTHIA and the pQCD calculation
in HVQMNR give exactly the same kinematical distributions for the LO process gg → Q Q.
The comparison is reported in Fig. 6.272 for cc̄ production in pp collisions at

√
s = 5.5 TeV;

the normalization is set to the value of the cross section obtained for proton–proton without
shadowing (first row of Table 6.51 on page 1773) and the PYTHIA results are scaled to this
number.

The results of the tuning to pQCD at NLO are shown in Figs. 6.273 and 6.274, where
the distributions from PYTHIA and the NLO calculation are compared. In this case the
overall normalization is set to the value of the cross sections obtained for proton–proton with
shadowing (second row of Table 6.51 on page 1773). Despite the fundamental differences
between the two models, the agreement is relatively good. However, significant discrepancies
are present, especially in the 1ϕ distribution for cc̄ pairs.
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Figure 6.276. Equivalent of Fig. 6.275 for beauty production.

A similar tuning of the PYTHIA event generator was done also for the production of
charm and beauty in pp collisions at

√
s = 14 TeV. The same set of parton distribution

functions (CTEQ 4) was used, without the modification for nuclear shadowing. Results are
shown in Figs. 6.275 and 6.276. The largest difference with respect to the results obtained
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Table 6.54. PYTHIA parameters used for the generation of charm and beauty quarks in pp
collisions at 14 TeV, pPb collisions at 8.8 TeV, and Pb–Pb collisions at 5.5 TeV. All non-specified
parameters are left to PYTHIA 6.150 defaults [150].

Description Parameter Charm Beauty

Process types MSEL 1 1

Quark mass [GeV] PMAS(4/5,1) 1.2 4.75

Minimum phard
t [GeV/c] CKIN(3) 2.1 2.75

CTEQ 4L MSTP(51) 4032 4032
Proton PDF MSTP(52) 2 2

Switch off multiple interactions MSTP(81) 0 0
PARP(81) 0 0
PARP(82) 0 0

Initial/Final parton shower on MSTP(61) 1 1

2nd order αs MSTP(71) 1 1
MSTP(2) 2 2

QCD scales for hard scattering and MSTP(32) 2 2
parton shower PARP(34) 1 1

PARP(67) 1 1
PARP(71) 4 1

Intrinsic kt from Gaussian distr. MSTP(91) 1 1
σ [GeV/c] PARP(91) 1.00 (pp) 1.00 (pp)

1.16 (pPb) 1.60 (pPb)
1.30 (Pb–Pb) 2.04 (Pb–Pb)

Upper cut-off (at 5 σ ) [GeV/c] PARP(93) 5.00 (pp) 5.00 (pp)
5.81 (pPb) 8.02 (pPb)
6.52 (Pb–Pb) 10.17 (Pb–Pb)

for the Pb–Pb case is a worse description of the rapidity distribution of charm quarks, a
consequence of the aforementioned limitation in the x coverage of the employed set of
PDFs. The values of the PYTHIA parameters [150] obtained from the tuning are reported
in Table 6.54 [832].

We also investigated heavy-quark production in HERWIG, observing an unphysical
behaviour in the final kinematical distributions of heavy quarks produced in flavour excitation
topologies (for details see Ref. [828]). We note, however, that HERWIG has recently been
coupled to a perturbative QCD calculation in the MC@NLO event generator [816], which
provides NLO accuracy without need for further tuning.

6.6.3.5. Hadron yields and distributions. For the hadronisation of heavy quarks we use the
default Lund string fragmentation model [831] included in PYTHIA via the JETSET package.
Note that, since the quark pt distributions given by our PYTHIA tuning match in shape the
NLO ones, rigorously, also the hardness of the fragmentation should have been retuned; we
neglect this effect, considered also the significant uncertainty in the knowledge of heavy
flavour hadron production at the LHC. The total yield and the rapidity density dN/dy in
the central region for hadrons with open charm and beauty in Pb–Pb at 5.5 TeV (5% σ inel

centrality selection), pp at 14 TeV and pPb at 8.8 TeV are summarized in Tables 6.55, 6.56
and 6.57, respectively. The rapidity densities are calculated in −1< ylab < 1, corresponding
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Table 6.55. Total yield, average rapidity density for |y|< 1, and relative abundance, for hadrons
with charm and beauty in Pb–Pb collisions at

√
sNN = 5.5 TeV. The values reported correspond to

a centrality selection of 5% σ inel.

Particle Yield 〈dN/dy〉|ylab|<1 Rel. Abund. Particle Yield 〈dN /dy〉|ylab|<1 Rel. Abund.

D0 + D
0

140.8 13.7 61% B0 + B
0

3.65 0.535 40%
D+ + D− 44.6 4.12 19% B+ + B− 3.65 0.521 40%

D+
s + D−

s 26.8 2.52 12% B0
s + B

0
s 1.06 0.159 6%

3+
c +3c

−
17.9 2.03 8% 30

b +3b
0

0.67 0.097 4%

Table 6.56. Total yield, average rapidity density for |y|< 1, and relative abundance, for hadrons
with charm and beauty in pp collisions at

√
s = 14 TeV.

Particle Yield 〈dN/dy〉|ylab|<1 Rel. Abund. Particle Yield 〈dN /dy〉|ylab|<1 Rel. Abund.

D0 + D
0

0.1908 0.0196 61% B0 + B
0

0.00577 0.00084 40%
D+ + D− 0.0587 0.0058 19% B+ + B− 0.00576 0.00083 40%

D+
s + D−

s 0.0362 0.0038 12% B0
s + B

0
s 0.00168 0.00025 6%

3+
c +3−

c 0.0223 0.0026 8% 30
b +3b

0
0.00106 0.00016 4%

Table 6.57. Total yield, average rapidity density for |ylab|< 1, and relative abundance, for hadrons
with charm and beauty in pPb collisions at

√
sNN = 8.8 TeV.

Particle Yield 〈dN/dy〉|ylab|<1 Rel. Abund. Particle Yield 〈dN /dy〉|ylab|<1 Rel. Abund.

D0 + D
0

0.926 0.096 61% B0 + B
0

0.0221 0.0030 40%
D+ + D− 0.293 0.030 19% B+ + B− 0.0221 0.0030 40%

D+
s + D−

s 0.176 0.018 12% B0
s + B

0
s 0.0064 0.0009 6%

3+
c +3

−

c 0.118 0.012 8% 30
b +3

0
b 0.0041 0.0005 4%

to −1.47< yc.m.s. < 0.53 for pPb and −0.53< yc.m.s. < 1.47 for Pb–p. No dependence of the
relative hadron abundances on the centre-of-mass energy is observed.

It is interesting to notice the large ratio of the neutral-to-charged D meson yields:
N (D0)/N (D+)' 3.1. In PYTHIA, charm quarks are assumed to fragment to D (spin
singlets: J = 0) and D∗ (spin triplets: J = 1) mesons according to the number of available
spin states; therefore, N (D0) : N (D+) : N (D∗0) : N (D∗+)= 1 : 1 : 3 : 3. Then, the resonances
D∗ are decayed to D mesons according to the branching ratios. The difference between neutral
and charged D mesons arises here: owing to the slightly larger (≈4 MeV) mass of the D+, the
D∗+ decays preferably to D0 and the D∗0 decays exclusively to D0. We have [409]

N (D0)

N (D+)
=

N (D0
primary)+ N (D∗+)× BR(D∗+

→ D0)+ N (D∗0)× BR(D∗0
→ D0)

N (D+
primary)+ N (D∗+)× BR(D∗+ → D+)+ N (D∗0)× BR(D∗0 → D+)

=
1 + 3 × 0.68 + 3 × 1

1 + 3 × 0.32 + 3 × 0

= 3.08. (6.133)

We chose to use the relative abundances given by PYTHIA, although, experimentally, the
fraction D0/D+ was found to be lower than 3. The value measured in e+e− collisions at LEP
by the ALEPH Collaboration is ≈2.4 [833]. This would reduce by about 6% the expected
yield for the D0 mesons.
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Figure 6.277. Transverse-momentum distributions at mid-rapidity for heavy quarks and mesons
in Pb–Pb at 5.5 TeV. The distributions are normalized to the same integral in order to compare
their shapes.

Table 6.58. Parameters derived from the fit of the pt distributions of D and B mesons to the
expression (6.134) and average value of pt for these particles.

Particle System
√

sNN [TeV] p0
t [GeV/c] n 〈pt〉[GeV/c]

pp 14 2.04 2.65 1.85
D pPb 8.8 2.09 2.72 1.83
(|ylab|< 1) Pb–Pb 5.5 2.12 2.78 1.81

pp 14 2.18 3.04 1.67
D pPb 8.8 2.22 3.11 1.66
(2.5< |ylab|< 4) Pb–Pb 5.5 2.25 3.17 1.64

pp 14 6.04 2.88 4.90
B pPb 8.8 6.08 2.90 4.89
(|ylab|< 1) Pb–Pb 5.5 6.14 2.93 4.89

pp 14 6.45 3.54 4.24
B pPb 8.8 6.49 3.56 4.24
(2.5< |ylab|< 4) Pb–Pb 5.5 6.53 3.59 4.24

Figure 6.277 presents the transverse-momentum distributions at mid-rapidity (|y|< 1)
for c quarks and D mesons (left panel) and for b quarks and B mesons (right panel), in Pb–Pb
at 5.5 TeV. For pt > 0 and |y|< 1, we have, on average, pD

t ' 0.75 pc
t and pB

t ' 0.85 pb
t .

The shape of the transverse momentum distributions for D and B mesons was fitted to the
following expression:

1

pt

dN

dpt
∝

[
1 +

(
pt

p0
t

)2
]−n

. (6.134)

The pt distributions were studied also for pp at 14 TeV and for pPb at 8.8 TeV. The results
of the fits are reported in Table 6.58, together with the average pt of D and B mesons in the
different conditions. The average pt does not depend strongly on the colliding system and on
the energy in the centre of mass. On the other hand, we remark that 〈pt〉 is larger by ≈ 10% at
mid-rapidity than in the forward region (2.5< |y|< 4). These two regions correspond to the
acceptance of the ALICE detector: barrel, |η|< 0.9, and forward muon arm, −4< η <−2.5.
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Figure 6.278. Schematic representation of the D0
→ K−π+ decay with the impact parameters

(d0) and the pointing angle (θpointing).

6.6.4. Charm reconstruction in the D0
→ K−π+ channel. The feasibility study for the

reconstruction of D0 mesons in the K−π+ decay channel in central Pb–Pb collisions [53,
834] is presented in detail in Sections 6.6.4.1– 6.6.4.4. The same study was repeated also for
the case of pp [53] and pPb collisions [835]; the aspects which are specific to these cases and
the results are reported in Sections 6.6.4.5 and 6.6.4.6. The extrapolated results for different
values of the magnetic field in the ALICE barrel are reported in Section 6.6.4.7. Statistical and
systematic uncertainties on the measurement of the D0 production cross section are discussed
in Section 6.6.4.8.

6.6.4.1. Detection strategy. The lowest-mass charm hadron states, D0 and D+ (and
antiparticles), can decay only through weak processes and they have proper decay lengths
of few hundred microns (cτ = (123.0 ± 0.4) µm for the D0 and cτ = (311.8 ± 2.1) µm for
the D+ [409]). Therefore, the distance between the interaction point (primary vertex) and their
decay point (secondary vertex) is measurable. The selection of a suitable decay channel, which
involves only charged-particle products, allows the direct identification of the charm states by
computing the invariant mass of fully reconstructed topologies originating from secondary
vertices.

In this analysis we follow the general lines for the detection strategy of open charm in the
hadronic channels defined in the ALICE ITS Technical Design Report [1]. We consider as a

benchmark the process D0
→ K−π+ (and D

0
→ K+π− ); the branching ratio for this channel

is (3.83 ± 0.09)% [409]. Colour Figure V shows the event display picture of a D0
→ K−π+

decay in the ALICE Silicon Pixel Detector.
A sketch of the decay is shown in Fig. 6.278. The main feature of this topology is the

presence of two tracks displaced from the primary vertex and compatible with originating
from a common point. The variable that allows one to evaluate the displacement of a track is
the impact parameter, defined as the distance of closest approach of the track to the primary
vertex. We indicate as d0 the projection of the impact parameter on the bending plane (rϕ),
normal to the field, and beam, direction. The decay products of D0 mesons have typical rϕ
impact parameters ranging from about 50µm, for pD0

t ' 0.5 GeV/c, to about 120µm, for
pD0

t > 5 GeV/c.
The impact parameter resolution depends mainly on the thickness and radius of the beam-

pipe and on the position, spatial resolution, and material thickness of the inner detector layers.
In ALICE, the beam-pipe, built in beryllium, has a thickness of 0.8 mm (0.3% of X0) and
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Figure 6.279. Schematic view of the detectors employed for the reconstruction of D0
→ K−π+

decays.

a radius of 3 cm. The Inner Tracking System is composed of two layers of Silicon Pixel
Detectors (SPD), two layers of Silicon Drift Detectors (SDD), and two layers of Silicon
Strip Detectors (SSD) (see Chapter 3 of PPR Volume I [3]). Each of the six layers has a
thickness of about 1% of X0. The two most important detectors for the measurement of
the impact parameter are the two layers of silicon pixels. For pt ' 1 GeV/c, they allow a
resolution of about 60µm to be achieved for the impact parameter projection in the bending
plane, as we will detail in the next section. This precision is necessary in order to reduce
the combinatorial background by selecting a few displaced tracks out of the large number
of primary vertex tracks, thus enabling us to restrict the invariant-mass analysis to decay
topologies well separated from the primary vertex.

In addition to the ITS, the other ALICE detectors employed for the detection of
hadronic charm decays are the Time Projection Chamber [3, 393] (tracking and momentum
measurements) and the Time Of Flight [3, 394] (particle identification). Also the Transition
Radiation Detector [3, 836] will provide useful information for track reconstruction, but for
the moment it is not included in this simulation. A schematic view of the detectors employed
in this analysis is shown in Fig. 6.279.

6.6.4.2. Simulation and reconstruction

Background and signal generation. The background events and the signal of open charm
mesons were generated and analysed separately.

The background to the charm signal is mainly given by combinations of primary tracks
that undergo scatterings in the material of the beam-pipe and of the innermost detector
layer and appear as large impact parameter tracks. Other background sources are given by
tracks with large impact parameter coming from the decay of hyperons and K0

S, tracks from
undetected charm decays and from p and n annihilations in the beam-pipe and in the innermost
SPD layer.

The background events were generated using the HIJING [42, 67] event generator,
activating the option to include nuclear shadowing and quenching effects. The collision impact
parameter b was sampled according to the geometrical cross section dependence dσ inel/db ∝

b and the condition b < 2 fm was applied in order to generate central collisions. The resulting
charged-particle rapidity density is dNch/dy ' 6000, at mid-rapidity. Our background sample
consists of 2 × 104 such events that were generated in 1000 subsamples of 20 events each,
the events of a subsample having the same values for the impact parameter b and for the
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three coordinates of the primary vertex. Since the background for the D0
→ K−π+ channel is

combinatorial, 400 equivalent events were obtained out of each subsample by combining each
positive track of the subsample with all negative tracks of the subsample. In this way, 4 × 105

equivalent events were obtained, increasing the background statistics by a factor 20.
At LHC energies, the ratio of the production cross sections for beauty and for charm is

of the order of 5% (see Section 6.6.3). Considering also that the average inclusive branching
ratio of B mesons to D0 is ' 65% [409], we conclude that a significant fraction of all produced
D0 particles comes from b quarks (b → B → D0). The ratio (D0 from b)/(D0 from c) can be
calculated as

dN (b → B → D0)/dy

dN (c → D0)/dy
=

dN (b → B0,B+)/dy × BR(B0,B+
→ D0)

dN (c → D0)/dy

=

{
0.049 for Pb − Pb at

√
sNN = 5.5 TeV

0.054 for pp at
√

s = 14 TeV.

where the rapidity densities are taken from Tables 6.55 and 6.56. This ‘B contribution’ was
included in the study presented here, since it is important to understand how the ratio of
secondary (from b) to primary (from c) D0 is affected by the selection cuts that we apply. After
the selections this contribution has to be corrected for by subtracting, in bins of transverse
momentum, the estimated number of secondary D0’s. As we will discuss in Section 6.6.4.8,
the uncertainty on this number, which is proportional to the uncertainty on the beauty cross
section and to the fraction of secondary D0, is one of the main contributions to the final
systematic error. It is, therefore, essential to keep this fraction under control and, possibly,
low. This is also motivated by the fact that, since the pt distribution of b quarks is harder than
that of c quarks and the selections will naturally tend to be more efficient for larger momenta,
we expect the fraction of secondary D0’s to increase after the selection cuts.

The signal was generated using PYTHIA, tuned to reproduce the pt distribution of
charm and beauty quarks given by the NLO calculations by Mangano, Nason and Ridolfi,

as explained in Section 6.6.3.4. Many D0/D
0

mesons, with decay forced into a charged Kπ
pair, were superimposed in special ‘signal events’. The number of D0’s per event (13 000 in
|y|< 2) was tuned in order to have the same track multiplicity as in a central HIJING event.
In this way, the D0 decay products are reconstructed with the same efficiency as if they were
produced in a central Pb–Pb collision. Indeed, it was verified that the different momentum
and impact parameter distributions of these ‘signal events’ with respect to central HIJING
events do not affect significantly the reconstruction efficiency (more details are given in the
next section).

A total of 1000 such ‘signal events’ were generated with primary D0 particles. Using
our present rate estimate for central collisions17 with b < 3.5 fm (from Table 6.55) and a
branching ratio of 3.8%, such a number of D0

→ K−π+ decays corresponds to ' 6.1 × 106

central Pb–Pb events. In addition, we have generated 49 similar events with secondary D0’s
from the decay of B mesons. In this case we set PYTHIA in order to reproduce the NLO
pQCD results for the pt distribution of b quarks. We did not transport through the detector the
other decay products of the b quarks and of the B mesons, but only the kaons and pions from
the D0 decays. Figure 6.280 shows the pt distributions for primary and secondary D0 mesons:
as expected the latter have a harder spectrum.

17 The impact parameter range used for the generation of the background events is b < 2 fm, while it is b < 3.5 fm
(5% most central collisions) for the estimate of the charm production rate. This choice is due to technical reasons;
however, it is a conservative one, since b < 2 fm gives a larger multiplicity for background tracks than b < 3.5 fm.
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Figure 6.280. Transverse momentum distributions for primary and secondary (from B meson
decays) D0 mesons, in Pb–Pb collisions at 5.5 TeV.

All the results presented here are scaled to 107 central Pb–Pb events, expected to be
collected in the one-month heavy-ion run of one LHC year.

For both signal and background events, the z position of the primary vertex was sampled
from a Gaussian distribution (σ = 5.3 cm) with a cut at ±1σ . This corresponds to the expected
width of the fiducial interaction region. We assumed that the beam is centred at (0, 0) in the
(x, y) plane.

Detector simulation and event reconstruction. The simulation was performed within
the ALICE object-oriented framework, AliRoot [837]. The value of the magnetic field used in
the simulation was B = 0.4 T, which is close to the maximum value that can be provided by the
ALICE magnet. This kind of physics studies yields better performance with relatively large
values of the magnetic field, since (a) the invariant mass resolution is better with larger fields
and (b) the acceptance at very low track pt (< 500 MeV/c) is not crucial. The extrapolation of
the results for lower values of the magnetic field is straightforward and will be discussed in
Section 6.6.4.7.

The combinatorial background for charm detection in hadronic decay channels is very
large (e.g. for D0

→ K−π+ we have S/B ∼ 10−6 in the mass range MD0 ± 3 σ , before
selections) and to extract the charm signal with good significance one has to apply cuts
strong enough to reduce the background by 6–7 orders of magnitude. As a consequence, a
large number of events is required in the analysis. This makes the simulation of the whole
ALICE detector very expensive in terms of CPU time and disk space. Therefore we used a
fast simulation technique. Each particle is transported through the apparatus; however, the
track is followed only up to the entrance of the TPC, where its position and momentum on the
first pad row are stored. The reconstructed track parameters at the entrance of the TPC are then
estimated from the generated quantities at the first pad row using the parametrized response
of the TPC tracking, as described in Ref. [838]. This parametrisation describes accurately
the resolutions of the track parameters, their correlations, and the tracking efficiency in the
TPC as obtained from the TPC Kalman filter. It also accounts for efficiency losses due to in-
flight decays. Computing time and mass storage are in this way reduced by about a factor 35,
because TPC digits are not created. Using this approach, however, the tracking efficiency is
slightly underestimated since about 12% of the tracks traverse the dead area between the first
pad rows of two adjacent TPC sectors. These tracks may still be reconstructed if they enter
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the TPC at a larger radius, but they are lost from the point of view of the parametrisation since
they lack the information on the generated track parameters stored in the first TPC pad row.

For the beam-pipe and the ITS detectors, which are instrumental in determining the
impact parameter of the tracks and the position of the secondary vertex, the crucial quantities
required to extract the charm signal, we instead use a detailed description of the geometry.
The transport of the charged particles in the materials, performed by the GEANT3 package,
takes into account the complete theory of multiple Coulomb scattering. Pattern recognition
and track fitting in the ITS were performed, exactly as in the complete simulation, with the
standard Kalman filter algorithm, which uses the TPC tracks as seeds for the tracking in the
ITS (see Chapter 5).

Fig. 6.281 (left-hand panel) shows the resolution on the bending-plane projection (rϕ) of
the impact parameter as a function of pt for pion tracks reconstructed in the TPC and in the
ITS with points in all six layers. The resolution is of ' 60µm for pt = 1 GeV/c, the average
transverse momentum of the D0 decay products. As shown in the figure, the d0 resolution does
not change if we use the parametrized response of the TPC.

In order to further reduce the CPU time and storage space, the position resolution of
the ITS detectors was also parametrized. The comparison between the fast and the detailed
ITS responses is shown in Fig. 6.281 (right-hand panel) for the rϕ and z impact parameter
resolutions.

The z position of the primary vertex was estimated for each event using a method
based on the correlation of the points in the two pixel layers as described in Chapter 5 and
Refs. [4, 5]. The obtained resolution is σz ' 5.5 (7.0) µm for dNch/dy ' 6000 (3000). In the
bending plane, the position of the centre of the Pb beams will be stable for a given machine
fill (a few hours). Thus, it will be measured very precisely averaging over many events, and
the uncertainty on the position of the interaction vertex will be given by the transverse size
of the beam (σx = σy ' 15µm). We applied a smearing to take into account this uncertainty,
which is, however, negligible with respect to the track position resolution.

The reconstruction in the ITS was performed with a three-steps procedure:

(a) at first, the tracks are found using a strong constraint on the primary vertex position, in
order to maximize the tracking efficiency;
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(b) these tracks are then re-fitted releasing the vertex constraint, in order not to bias the
determination of the impact parameter; clusters associated to reconstructed tracks are
removed;

(c) a second pass of track finding is done, without any vertex constraint, to search for tracks
originating from decays far from the primary vertex (mainly hyperons and K0

S decays).

The tracks considered in this analysis are required to have at least five points in the ITS,
including the points from both pixel layers. This allows the statistics, w.r.t. requiring always
six points, to be increased without deteriorating the impact parameter resolution, as shown in
Ref. [32].

We estimated a loss of ≈10% of the tracks due to the dead channels in the ITS. We did
not correct for this effect since it roughly compensates the efficiency loss due to the incorrect
treatment of the TPC dead regions in the parametrisation.

The reconstruction was done exactly in the same way for background and signal.
Figure 6.282 demonstrates that the tracking efficiency in the ITS for the ‘signal events’ is
the same as for the background events.

Particle identification. In the momentum range of interest for low-pt charm selection
(p ' 0.5–2 GeV/c) the particle-identification capability of ALICE is determined mainly by
the TOF detector. Figure 6.283 presents a scatter plot of the measured momenta versus
the estimated masses for the particles produced in central Pb–Pb collisions generated with
HIJING. The figure, from the TOF TDR [394], is obtained for B = 0.4 T assuming an overall
time resolution18 of 150 ps. The association of the time-of-flight and, hence, of the mass to
a specific reconstructed track is obtained by means of a matching algorithm that propagates
the track from the outer radius of the TPC to the TOF detector and matches it with one of
the ≈3 × 3 cm2 pads of the detector [394]. Tracks matched with a non-active region of the

18 Since the TOF TDR, the design of the Multigap Resistive Plate Chambers has been improved and an overall time
resolution of ≈120 ps can now be achieved. The analysis presented here uses the slightly worse resolution that was
expected at the time of the TOF TDR.
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Figure 6.283. Momentum versus mass calculated from TOF for a sample of HIJING Pb–Pb
events. The lines correspond to the chosen graphical cuts relative to the selection of pions, kaons,
and protons. (Negative values of the mass are assigned when, owing to wrong matching of the
TOF signal with a reconstructed track, a velocity larger than the velocity of light is calculated.)

detector or with a non-fired or multifired19 pad are not assigned a mass. The TRD, which
lies between the TPC and the TOF, should provide a ‘bridge’ between the two detectors and
improve the matching procedure. Since the extension of track reconstruction to the TRD was
still under development, Fig. 6.283 was obtained from a simulation that does not include the
material of the TRD. On the other hand, it would be unjustified to consider the TRD just as a
layer of inactive material.

For 0.5< p < 2–2.5 GeV/c there is a good mass separation for pions, kaons and protons.
For lower momenta the matching tends to fail because of multiple scattering and energy loss,
while for p > 2–2.5 GeV/c the separation vanishes, especially between pions and kaons, as
they become relativistic.

The association of the particle type to a track (tagging) is obtained by applying cuts
on the momentum-versus-mass plane. The values of these cuts determine the identification
efficiency and the contamination of the sample. The identification efficiency for a particle
type i is defined as the ratio of the number of tracks of type i correctly tagged as i to the
total number of tracks of type i ; the contamination is defined as the ratio of the number of
tracks incorrectly tagged as i to the total number of tracks tagged as i . The optimal level of
contamination and efficiency depends on the physics measurement under study.

We divide our set of reconstructed tracks into four samples: those identified as pions
(πtag), as kaons (Ktag), as protons (ptag), and non-identified (?tag). A D0

→ K−π+ decay for
which both the pion and the kaon tracks are reconstructed corresponds to a pair of tracks
of opposite charge (−,+). According to their PID, the pair can fall in one of the following
samples:

Sample A: (Ktag, πtag) + (Ktag, ?tag); the kaon is identified while the other track can be
identified as pion or non-identified.

19 A pad is non-fired if it does not have hits; it is single-fired if it has only one hit; it is multifired if it has more than
one hit.
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Figure 6.284. PID tag probabilities for reconstructed pions, kaons, and protons in Pb–Pb
collisions with the TOF detector.

Sample B: (?tag, πtag); only the positive track is identified as pion.
Sample C: (?tag, ?tag); both tracks are not identified; in this sample each pair is counted

twice: once as a D0 candidate and once as a D
0

candidate.
Sample D: All other combinations, such as (πtag, πtag); these pairs are rejected.

If the pion from a D0 decay is correctly identified, but the kaon is misidentified as a
pion, the candidate falls in sample D and is lost. Therefore, for open charm detection, the PID
strategy has to be optimised in order to minimize the number of kaons tagged as pions, while
tagging correctly a large fraction of the pions.

On the basis of this guideline the PID tags were defined as follows:

• any track not matched with a single-fired TOF pad is tagged as ?tag;
• tracks matched with a single-fired TOF pad are tagged according to the graphical cuts shown

in Fig. 6.283; if a track falls outside all graphical cuts it is tagged as ?tag.

The graphical cuts were optimised in order to minimize the probability to tag a kaon as a pion,
i.e. to minimize the loss of signal.

In this way, for every particle type, we can compute the probabilities to be tagged
as pion, kaon, proton, or non-identified. These probabilities are shown in Fig. 6.284 as a
function of the total momentum. We give an example of how these figures should be read:
for a reconstructed track (in TPC and ITS), known from the simulation to be a kaon, with
p = 1 GeV/c, the probability to be tagged as kaon is 45%, the probability to be tagged as
pion is 8% and the probability to be tagged as non-identified is the remaining 47% (see central
panel).

In our study the TOF detector was not included in the simulation of all the events and
the three samples A, B, and C were populated with D0 candidates according to the tabulated
probabilities from the figure, both for the signal and for the background. The PID information
was used for p < 2 GeV/c for pions and kaons and for p < 4 GeV/c for protons; for larger
momenta all tracks were tagged as ?tag (non-id). The fraction of signal lost because the kaon
is tagged as a pion is 10%.

6.6.4.3. Analysis. Figure 6.278 shows a sketch of the D0
→ K−π+ decay. For each D0

candidate (opposite-charge tracks pair) the position of the decay vertex is computed by
a minimization of the distance in space between the two helices representing the particle
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Table 6.59. Initial values of S/B in the invariant mass range MD0 ± 3σ , before selection.

Sample S/event B/event S/B

A 0.054 2.5 × 103 2.16 × 10−5

B 0.041 1.4 × 104 2.98 × 10−6

C 0.031 1.2 × 104 2.69 × 10−6

Total 0.126 2.8 × 104 4.53 × 10−6
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Figure 6.285. Left: distribution of cosθ∗ for the D0 signal (solid line) and for the
background (dashed line). The histograms are normalized to the same integral. Right: impact
parameter distribution for pions coming from the different background sources. The analysis cut
pt > 800 MeV/c is applied in both panels.

trajectories. The momentum of the D0 candidate is calculated as the sum of the momenta
of the kaon and of the pion at the position of closest approach between the two tracks. The
average D0 invariant mass resolution is 12 MeV for B = 0.4 T.

In Table 6.59 we present the signal-to-background ratios for the three samples A, B,
and C in the invariant mass range |MKπ − MD0 |< 3σ , before any other selection. Owing
to the small fraction of kaons in the background, sample A (kaon identification required)
shows the highest S/B ratio (∼ 2 × 10−5). However, Fig. 6.284 (central panel) shows that the
identification probability decreases rapidly for kaons with momentum larger than 1.5 GeV/c;
therefore, for D0 momenta larger than ∼ 2–3 GeV/c, the fraction of signal that populates
sample A becomes marginal. For this reason, we consider as our standard sample the sum of
the three samples A, B, and C (called ‘Total’ in Table 6.59); this corresponds to the rejection
of (πtag, πtag) and (Ktag, Ktag) pairs. In the low-pt region, it would perhaps be convenient to
restrict the PID selection to sample A only.

Several selection cuts are applied in order to increase the S/B ratio to the level needed to
extract the signal. Their definition is presented in the following paragraphs.

Pairs for which the distance of closest approach, dca, between the tracks is larger
than dcamax (300–400µm, depending on the transverse momentum of the D0 candidate) are
rejected.

Since the transverse momentum distributions for the signal are harder than those for the
background, it is convenient to apply a cut on the minimum pt for K and π (pt > 800 MeV/c).

In the reference frame of the decaying D0, we define θ∗ as the angle between the pion
momentum and the D0 flight line. As shown in Fig. 6.285 (left-hand panel), the background
accumulates at cos θ∗

= ±1. The distribution for the signal is not uniform because of the
other applied cuts, in particular the cut on the minimum pt of the pion and of the kaon.
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The slight asymmetry reflects the different masses of the kaon and the pion. Only pairs with
cos θ < cthmax ('0.6) are kept.

With these cuts the signal-to-background ratio increases by a factor ∼100. Further
improvement can be obtained by applying a displaced-vertex identification procedure based
on the track impact-parameters and on the requirement that the reconstructed D0 points back
to the primary vertex.

We consider only the impact parameter projection on the transverse plane, d0(rϕ), simply
indicated as d0 in the following, since it is measured much more precisely than that along the
z direction (see right-hand panel of Fig. 6.281). The impact parameter distribution for the
different background sources is shown in Fig. 6.285 (right-hand panel). For large impact
parameters (|d0|> 500µm) the dominant background comes from the decay of hyperons
and kaons. The upper cut on |d0|< 500µm gives an efficient rejection of this background
contribution.

The projection of the tracks on the bending plane (rϕ) allows us to define a sign for
the impact parameter. This sign is positive or negative according to the position of the track
projection with respect to the primary vertex (the orientation is given by the direction of the
track momentum). The tracks of opposite charge originating from a D0 decaying far from the
primary vertex will then have impact parameters of opposite signs and large in absolute value.
A very appropriate variable for selection is the product of the two rϕ impact parameters. For
true decays this quantity should tend to be negative and large in absolute value. In Fig. 6.286
(left-hand panel) we plot the distribution of the product of impact parameters for signal and
background, normalized to the same integral. The cut dK

0 × dπ0 <−40000µm2 improves the
S/B ratio by a factor ' 10.

The condition for the D0 to point back to the primary vertex is imposed by a cut on the
angle between the momentum vector of the D0 candidate and the line connecting the primary
and the secondary vertex (pointing angle θpointing). The cosine of θpointing peaks at +1 for the
signal, and is almost uniformly distributed for the background, as shown in Fig. 6.286 (right-
hand panel). Requiring to have cos θpointing > 0.98 would also give, by itself, a background
rejection of about one order of magnitude.

A much larger rejection factor can be obtained by combining these two cuts. In fact, if the
secondary vertex is well separated from the primary one, the impact parameters are large and
the pointing angle is small, since the D0 flight direction is measured with a better resolution.
Therefore, the two variables are strongly correlated in the signal, while this correlation is
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Figure 6.287. Cosine of the pointing angle versus product of the impact parameters for signal and
background combinations.

absent in the background. This can be seen in Fig. 6.287, which shows the bidimensional plot
of cos θpointing versus the product of impact parameters. The improvement in the signal-to-
background ratio obtained by applying the combined cut is about a factor 103.

Each cut was studied in order to maximize the statistical significance S/
√

S + B,
calculated for 107 central Pb–Pb events. Also, the optimization of the cuts was done separately
for the following bins in the pt of the D0: 1< pt < 2 GeV/c, 2< pt < 3 GeV/c, 3< pt <

5 GeV/c, pt > 5 GeV/c. The optimization procedure consists in varying one cut at a time,
while the others are kept constant, and selecting the value of the cut which maximizes the
significance. As an example, Fig. 6.288 shows the tuning of the dK

0 × dπ0 cut for the different
pt bins. The significance is plotted as a function of the value of the cut. For larger momenta the
maximum of the significance is found at higher values of the cut, since the impact parameter
resolution improves as pt increases.

In Table 6.60 the final values of the cuts are reported. The most sensitive cut is that on the
product of the impact parameters, since it selects the tail of the distribution in order to exploit
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Figure 6.288. Tuning of the dK
0 × dπ0 cut for the different pD0

t bins. The arrows mark the values
chosen for the cut.

Table 6.60. Final value of the cuts in the different pt bins.

Cut name 1< pt < 2 GeV/c 2< pt < 3 GeV/c 3< pt < 5 GeV/c pt > 5 GeV/c

Distance of closest
approach (dca) < 400µm < 300µm < 300µm < 300µm
Decay angle|cosθ∗

| < 0.6 < 0.6 < 0.6 < 0.6
K, π pt > 800 MeV/c > 800 MeV/c > 800 MeV/c > 800 MeV/c
K, π |d0| < 700µm < 500µm < 500µm < 500µm
dK

0 × dπ0 <−60000µm2 <−40000µm2 <−30000µm2 <−20000µm2

Pointing angle
cos θpointing > 0.95 > 0.98 > 0.98 > 0.98

the different shapes of signal and background (as shown in the left-hand panel of Fig. 6.286).
Figure 6.289 shows the bidimensional plot of dK

0 × dπ0 versus pD0

t for the signal candidates,
after all other cuts have been applied, as reported in Table 6.60. The distribution becomes very
narrow at high pt as a consequence of the strong pt dependence of the impact parameter res-
olution. The step-like cut obtained by the tuning procedure described before is shown. From
the shape of the distribution it is clear that using this step-like cut would determine the loss
of most of the signal for pt > 8–10 GeV/c; this high-pt region is extremely important for the
parton energy loss studies, as we shall see in Section 6.6.5. It is, therefore, mandatory to have
a ‘really’ pt-dependent cut, for pt > 2 GeV/c, such as that indicated by the line in the figure.

6.6.4.4. Results for central Pb–Pb collisions at
√

sNN = 5.5 TeV. Figure 6.290 shows the
invariant mass distribution for the sum of samples A, B, and C after selection, corresponding
to 107 events.

In Table 6.61 the values for S/event, B/event and S/B, in the invariant mass range
|MKπ − MD0 |< 1σ , are presented. In the same table, we report also the statistical significance
S/

√
S + B for 107 central Pb–Pb events and the relative error σS/S on the estimation of the

number S of detected D0 mesons. This relative error is
√

S + B/S, i.e. the inverse of the
significance.
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Table 6.61. Final values of S/B and
√

S + B for 107 Pb–Pb events.

Sample S/event B/event S/B S/
√

S + B (107 events) σS/S

A 4.4 × 10−4 1.4 × 10−3 32% 33 3%
B 4.3 × 10−4 5.2 × 10−3 8% 8 13%
C 4.6 × 10−4 5.0 × 10−3 9% 9 11%

Total 1.3 × 10−3 1.16 × 10−2 11% 37 3%
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Figure 6.291. Transverse momentum distribution for the signal and for the background after
selection (left); the normalization corresponds to one central Pb–Pb event. Corresponding
significance for 107 events as a function of pt (right). The full markers show the significance
obtained for pt < 2 GeV/c requiring the identification of the kaon in the Time of Flight.

Considering the sum of the three samples A, B, and C, the pt-integrated significance is
37. Figure 6.291 shows the pt distribution of the signal and of the background absolutely
normalized and the significance as a function of pt, in bins of 1 GeV/c. With 107 events the
significance is larger than 10 up to about 12 GeV/c of pt. For pt > 4 GeV/c, the S/B ratio
grows but the significance decreases because of the decrease of the signal statistics.

Concerning the distribution of the signal in the three PID classes: sample A covers the
low-pt region, where the kaon can be efficiently identified in the TOF detector; samples B and
C, even if their integrated significances are quite low, are essential to cover the high-pt region
above 5 GeV/c.

In general, it is convenient to merge the three samples, which essentially corresponds to
rejecting only (πtag, πtag) pairs20 using the TOF information. However, this strategy gives the
quite marginal significance of 8 in the bin 1< pt < 2 GeV/c. Since for pt < 2 GeV/c sample
A contains most of the signal and only a small fraction of the background, considering only
candidates with the kaon identified (sample A) yields a significance of 12 in 1< pt < 2 GeV/c
(as shown by the star markers in the right-hand panel of Fig. 6.291). For this reason, we
consider only sample A for candidates with pt < 2 GeV/c. Figure 6.292 shows the invariant
mass distribution for this sample in 1< pt < 2 GeV/c; even for this low-pt bin, the signal is
well visible over the background.

20 Ktag,Ktag pairs and pairs with an identified priiton are a small fraction of the total background.
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Figure 6.292. Kπ invariant mass distribution in the bin 1< pt < 2 GeV/c for the sample of
candidates with kaon identified in the Time of Flight (107 events).

Table 6.62. ‘History’ of the D0/D0 signal in Pb–Pb events.

Step S/event

Total produced (4π ) 141
Decaying to K∓π± 5.4
With K and π in |η|< 0.9 0.5
With K and π reconstructed 0.14
After (πtag, πtag) rejection 0.13
After selection cuts (including ±1σ mass cut) 0.0013

With the choice of parameters we have used for the generation of the signal, the fraction
of the transverse momentum distribution for which we have sensitivity (pt > 1 GeV/c)
corresponds to about 70% of the total D0 production cross section, at mid-rapidity.

The cuts applied so far, including also the ±1σ cut on the invariant mass, reduce
the background by a factor 4 × 10−7 and select ' 1% of the signal we had after track
reconstruction. In Table 6.62 we summarize the ‘history’ of the signal, showing the effects
of acceptance, reconstruction efficiency, and selection efficiency. These effects are illustrated
as a function of transverse momentum and rapidity in Fig. 6.293.

Results scaled to a lower-multiplicity scenario. The present analysis assumes a charged-
particle rapidity density dNch/dy = 6000 at mid-rapidity for the underlying events. According
to recent extrapolations of the RHIC data, the multiplicity is more likely to be of the order of
dNch/dy = 3000 (Section 1.3.1 of PPR Volume I [3]). We have therefore estimated how the
results on signal-to-background ratio and significance scale in this scenario.

If dNch/dy decreases, the number of background pairs decreases as (dNch/dy)2.
Therefore, S/B is proportional to (dNch/dy)−2. The significance is proportional to
(dNch/dy)−1 if S � B, so that S/

√
S + B ' S/

√
B . This condition holds for our pt-integrated

significance, since we have S ' B/10; for the pt-dependent significance such a scaling can
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be applied only up to pt ' 3 GeV/c, as, for larger transverse momenta, the significance is
dominated by the statistics of the signal, S/

√
S + B '

√
S.

The pt-integrated results scaled to dNch/dy = 3000, according to the proportionalities
mentioned above21 are S/B ' 44% and S/

√
S + B ' 74 (107 events). In addition, with a lower

multiplicity the tracking efficiency would presumably improve and a further improvement can
be expected from a refinement of the cuts.

Feed-down from beauty decays. In Section 6.6.4.2 we pointed out that, for Pb–Pb collisions
at

√
sNN = 5.5 TeV, about 5% of all the produced D0 mesons are expected to come from the

decay of B mesons. After the described selection cuts, the ratio of secondary-to-primary D0

mesons increases to '12%. Such a result does not match the expectation that the pointing

21 The production rate is not rescaled because it is not clear how it is correlated with the total multiplicity and because
we have used tahe average of the values given by the different PDFs, which is already a conservative estimate.
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Figure 6.294. Sketch of the decay topologies of primary and secondary D0 mesons (top-left
panel). The shaded circle represents the uncertainty δq ∼ 50µm on the reconstructed position
of the secondary vertex (see text). Comparison between primary (from c) and secondary (from
b) D0 mesons for true distribution of cosθpointing (top-right panel), resolution on cosθpointing
(bottom-left panel), and reconstructed distribution of cosθpointing (bottom-right panel). The cut
2< pt < 3 GeV/c is applied in order to compare the two signals at the same pt.

requirement should suppress the D0’s from beauty, as they point to the decay vertex of the B
meson and not to the primary vertex. In the following we clarify this issue by analysing how
the main selections affect secondary D0 particles.

• Pointing angle: this cut has the effect of enhancing the fraction of secondary D0’s. In
fact, in the decay B → D0 + X , the D0 takes most of the momentum of the B meson and,
thus, it approximately follows its flight line. Figure 6.294 (top-right panel) shows that the
‘true’ distribution of cos θpointing (generator level) for secondary D0 mesons is accumulated
in the region cos θpointing > 0.9. Moreover, the resolution on this variable is better in the
case of secondary D0 particles (Fig. 6.294, bottom-left panel, for 2< pt < 3 GeV/c). This
is explained by the sketch in Fig. 6.294: at the same value of pt the resolution δq on the
position of the secondary vertex is the same for primary and secondary D0 particles, but
the resolution on the pointing angle is proportional to δq/L , where L is the distance of
the secondary vertex from the interaction point, which is larger for D0 from B decays. As
a consequence, the reconstructed distribution of cos θpointing is more accumulated at 1 for
secondary than for primary D0 particles (Fig. 6.294, bottom-right panel).

• Product of the impact parameters: the tracks from the decay B → D0
→ K−π+ have

larger impact parameters than those from D0
→ K−π+ and the selection dK

0 × dπ0 <
−40000µm2 enhances the fraction of the former in the final sample (Fig. 6.295, left-hand
panel).

• Upper cut on d0: the analysis cut |d0|< 500µm, introduced to reject the background from
strange-particle decays, is effective also to reduce by '30% the fraction of D0 from B
mesons.
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D0 mesons, normalized to the same integral (left-hand panel). Ratio of secondary-to-primary D0

mesons after track reconstruction and after selections, as a function of pt (right-hand panel).

The ratio (D0 from b)/(D0 from c) is reported in Fig. 6.295 (right-hand panel) as
a function of pt, after track reconstruction and after selections. The ratio grows with pt

on account of the harder spectrum of the D0’s from beauty. The increase in the fraction
of secondary D0’s after selections is very large at low pt where tighter displaced vertex
requirements have to be applied in order to reject the combinatorial background.

6.6.4.5. Feasibility study in pp collisions at
√

S = 14 TeV. In order to estimate the expected
performance for the detection of D0

→ K−π+ decays in pp events, we conducted a study
following the same general lines as that for the Pb–Pb case. In particular, the same selection
strategy was adopted, with cuts on the product of impact parameters and on the pointing angle.

One may expect the significance of the extracted signal to be be much higher in pp
than in Pb–Pb because the initial S/B ratio is much higher. The S/B ratio is proportional
to N cc/(dNch/dy)2; the charm production yield is lower by a factor about 700 in pp with
respect to Pb–Pb (see Table 6.53), but the multiplicity of the background event is lower by a
factor 1000 (〈dNch/dy〉 ' 6 in pp at 14 TeV with PYTHIA); therefore, the initial S/B is larger
by a factor ' 1500 in pp collisions. In addition, the detector performance will be better in the
very-low-multiplicity environment of pp collisions.

However, the track impact parameter resolution in the bending plane will be worse
than in Pb–Pb, because of the larger uncertainty in the position of the primary vertex.
As discussed in Sections 2.3 and 2.5 of PPR Volume I [3], for the pp runs the nominal
luminosity of 5 × 1032 cm−2 s−1, at the ALICE intersection point, will have to be reduced to
< 3 × 1030 cm−2 s−1, in order to limit the pile-up in the TPC and in the Silicon Drift Detector
(SDD). Such a reduction can be achieved in two ways: either by increasing the value of
β? or by displacing the two beams in the transverse plane to collide the tails of the particle
distributions. If the first option is chosen, the transverse size of the interaction ‘diamond’
might be broadened up to ' 150µm. If the second option is necessary, the beams might be
displaced to a distance of ' 4–5σ bunch

x,y and the collisions would occur in the tails at 4–5σ
from the centre of the beams: these tails will likely be non-Gaussian and the size of the
interaction ‘diamond’ may be even larger than 150µm. It will, therefore, be necessary to
reconstruct event-by-event the position of the primary vertex using the tracks. The algorithm
developed for this purpose allows a resolution of ' 60µm for the two coordinates in the
bending plane (see Chapter 5 and Ref. [8]). This worsens the rϕ impact parameter resolution
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by 50% for pt = 1 GeV/c (from 60µm to 90µm) and by almost 100% for pt = 10 GeV/c.
The disadvantage for the selection of heavy-flavour displaced vertices is clear.

In the following, along with the results for the realistic scenario (indicated as ‘vertex
reconstructed’), we present the results for a scenario of perfect knowledge of the vertex
position (‘vertex known’). This is done in order to have a situation (‘vertex known’) more
directly comparable to the Pb–Pb one and to quantify and understand the weight of the larger
uncertainty on the vertex position.

Background and signal generation. The magnetic field was set to the same value as for
Pb–Pb, 0.4 T. The same settings were also used for the generation of the position of the
interaction vertex.

Proton–proton minimum-bias events at a centre-of-mass energy
√

s = 14 TeV were
generated using PYTHIA, as described in Section 4.3.1 of PPR Volume I [3], excluding
diffractive events. The average charged-particle rapidity density was 〈dNch/dy〉 = 6. A total
of 8.5 × 106 events were used. These events correspond to 12.1 × 106 minimum-bias events
using σ non−diffr.

pp /σ inel
pp = 0.7 from PYTHIA.

For the generation of the D0 signal we did not use the same method as in the Pb–Pb case,
i.e., generating many D0

→ K−π+ decays in special signal events. In the case of pp collisions,
it is essential to have the signal with ‘its own pp event’. In fact, the primary vertex has to be
reconstructed event-by-event using the tracks; therefore, the signal events must be pp events
with charm.

In order to have a more realistic description of the underlying event, we were forced to
generate standard pp events with PYTHIA, with the same settings as for the generation of
the background, selecting ‘a posteriori ’ events that contained a D0 in |y|< 1 (the decay in
the Kπ channel was forced). The part of these D0 mesons coming from beauty feed-down
was weighted in order to match the correct ratio secondary/primary (Section 6.6.4.2)22 . We
simulated 2 × 106 such events, corresponding to 1.7 × 109 pp minimum-bias events, using the
yields in Table 6.56.

All the results are given for 109 pp minimum-bias events, corresponding to a run of about
eight months.

Event reconstruction and particle identification. Track reconstruction was performed in the
same way as for the Pb–Pb case, using the parametrisation of the tracking response in the
TPC, with a pp-specific tuning, and the Kalman filter in the ITS, where at least five clusters
(two in the pixel layers) were required.

After the tracking, the interaction vertex position was determined by means of the
reconstructed tracks, as described in Chapter 5 and in Ref. [8]. In order not to bias the
measurement of the impact parameters of the two D0 decay tracks, for each D0 candidate
the vertex was reconstructed excluding the two tracks belonging to the candidate.

In the low-multiplicity environment of proton–proton collisions, particle identification in
the Time of Flight is more efficient, because the probability to match the tracks incorrectly
with the TOF pads is much lower. By optimizing for pp collisions the graphical cuts applied
on the TOF momentum-versus-mass plane, we succeeded in reducing to 2% the fraction of
D0 signal lost because of mis-tagging of the charged kaon as a pion (this loss is about 10% in
Pb–Pb).

22 The drawback of this method is that the produced D0 mesons have to be reweighted according to their pt in order
to reproduce the distributions given by the NLO pQCD calculations. In fact, the settings of PYTHIA necessary to
reproduce these distributions cannot be used to generate standard pp events. The D0 mesons produced in cc̄ and in bb̄
events were reweighted separately, in order to take into account their different pt spectra.
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Table 6.63. Initial statistics for signal and background (in MD0 ± 3σ ), for pp and Pb–Pb. Sample
A + B + C. The ratio Pb–Pb/pp is also reported.

S/event B/event S/B

pp 2.4 × 10−4 1.1 × 10−1 2.3 × 10−3

Pb–Pb 1.3 × 10−1 2.8 × 104 4.5 × 10−6

Ratio Pb–Pb/pp 520 2.6 × 105 2 × 10−3
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Figure 6.296. Distribution of the product of impact parameters (left) and of the cosine of the
pointing angle (right) for D0 mesons in Pb–Pb and pp (case ‘vertex known’) events.

Analysis and results. The statistics for signal and background after track reconstruction are
reported in Table 6.63. Where not otherwise specified, here and in the following we consider
the sum of the three samples A, B, and C, as defined in Section 6.6.4.2. Only a ±3σ cut on the
invariant mass is applied (the invariant mass resolution for the D0 is 10% better in pp than in
Pb–Pb, due to the improved momentum resolution). In the table, along with the values for pp,
the corresponding values for Pb–Pb and the ratio between the two are quoted, for comparison.
The initial signal-to-background ratio is much larger (about three orders of magnitude) in pp
than in Pb–Pb. This is due to the fact that, when going from pp to Pb–Pb, the background,
which is combinatorial, increases much more than the signal.

In the following, selection criteria and results are shown first for the case ‘primary vertex
known’, and then for the more realistic case ‘primary vertex reconstructed’.

Scenario 1: ‘primary vertex known’. In this scenario we assume that the (x, y) position of
the interaction point is known as precisely as in the case of Pb–Pb collisions. The position
along z is measured using the reconstructed tracks with a resolution of ∼ 100µm. We remark
that this might be the case if the machine luminosity is below the nominal value so that beam
defocussing or displacements are not necessary at the ALICE interaction point.

In Fig. 6.296 we report the distributions of the two main variables for the selection,
dK

0 × dπ0 and cosθpointing, for the signal in Pb–Pb and in pp. Both distributions have a similar
shape in the two cases. This is not surprising for the product of the impact parameters, since
it is shown in Chapter 5 and Ref. [32] that the track position resolution is the same for Pb–Pb
and pp events and we are assuming the same resolution on the primary vertex in the bending
plane. In the case of the pointing angle one may expect the resolution in pp to be spoiled by
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Table 6.64. Final value of the cuts in the different pt bins for pp (case ‘vertex reconstructed’).

Cut name pt < 1 GeV/c 1< pt < 2 GeV/c 2< pt < 3 GeV/c 3< pt < 5 GeV/c pt > 5 GeV/c

dca < 400µm < 300µm < 200µm < 200µm < 200µm
|cosθ∗

| < 0.8 < 0.8 < 0.8 < 0.8 < 0.8
K, π pt > 500 MeV/c > 600 MeV/c > 700 MeV/c > 700 MeV/c > 700 MeV/c
K, π |d0| < 500µm < 500µm < 500µm < 500µm < 500µm
dK

0 × dπ0 <−20000µm2 <−20000µm2 <−20000µm2 <−10000µm2 <−5000µm2

cosθpointing > 0.5 > 0.6 > 0.8 > 0.8 > 0.8

Table 6.65. Final values of S/B and significance for pp and Pb–Pb.

System S/event B/event S/B S/
√

S + B σS/S

pp (109 events) vertex known 2.1 × 10−5 4.1 × 10−5 50% 84 1%
pp (109 events) vertex reconstructed 1.5 × 10−5 12.4 × 10−5 12% 39 3%
Pb–Pb (107 events) 1.3 × 10−3 1.16 × 10−2 11% 37 3%

the fact that the z position of the primary vertex is known with a resolution of 100µm, with
respect to 6µm in Pb–Pb. However, this difference does not significantly affect the pointing
angle resolution, since the dominant contribution to it comes from the position resolution of
the secondary vertex, which is of ∼ 70 × 70 × 120µm3 in the three perpendicular directions
for a D0 with pt ' 2 GeV/c.

The cuts were tuned in order to maximize the significance, in different pt bins. The
numerical values are omitted here for brevity. We remark, however, that, as a consequence
of the better initial S/B ratio, the cuts on impact parameters and pointing angle are much less
tight than in the Pb–Pb case. In addition, the cut on the maximum absolute value of d0 is not
necessary. As in Pb–Pb, a smooth pt-dependent cut for the product of the impact parameters
was used.

The final statistics are shown in the first row of Table 6.65: the integrated S/B ratio is
50% and the significance for 109 pp minimum-bias events is 84. The lower pt limit is ' 0,
with a significance of 17 for 0< pt < 1 GeV/c if the K identification in the TOF is required.

Scenario 2: ‘primary vertex reconstructed’. We now consider the scenario in which the
information on the vertex position in the transverse plane given by the position and size of
the proton beams is very poor (∼ 150µm). Since this uncertainty is larger than the track
position resolution given by the pixels and the mean impact parameter of the decay products
of D0 mesons is ∼ 100µm, it is clear that, without a primary vertex reconstruction, it is
impossible to separate the decay vertex from the interaction point. Figure 6.297 shows the
distribution of the product of impact parameters in the three cases ‘vertex known’ (labeled
σ(vtx)= 15µm), ‘vertex unknown’ (labeled σ(vtx)= 150µm) and ‘vertex reconstructed’
(labeled vtx reconstructed); two pt bins are considered: 1–2 GeV/c (left) and 5–7 GeV/c
(right). In the case ‘vertex unknown’, at low pt the distributions of signal and background
have exactly the same shape and even at high pt, where the effect of multiple scattering is
negligible, the difference is very tiny. After the reconstruction of the vertex using the method
specifically developed for this purpose, described in Chapter 5 and Ref. [8], we obtain the
distributions reported in the lower panels of the figure. Now a cut at dK

0 × dπ0 <−20000µm2

allows the S/B ratio to be improved even at very low pt.
All the cuts were re-optimised and are shown in Table 6.65. The cut |d0|< 500µm,

already used in Pb–Pb, was reintroduced in order to reduce the feed-down from B meson
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Figure 6.297. Distribution of the product of impact parameters for ‘vertex known’ (top), ‘vertex
unknown’ (centre) and ‘vertex reconstructed’ (bottom).

decays. The final statistics for the realistic scenario with interaction vertex reconstruction are
given in Table 6.65.

The larger uncertainty on the position of the interaction point in the case ‘vertex
reconstructed’ obviously has a dramatic effect on the performance for the detection of
D0

→ K−π+ decays: the background increases by a factor about 4 and, consequently, the
S/B ratio and the significance go down by factors 4 and 2, respectively, relative to the case
with small and well-defined interaction region. The additional cut on |d0| reduces the signal



1806 ALICE Collaboration

 [GeV/c]tp

0 2 4 6 8 10 12 14 16 18 20

 / 
1 

G
eV

/c
 / 

ev
en

t
t

d
N

/d
p

-810

-710

-610

-510

-410 Signal

Background

Background from charm

 [GeV/c]tp

0 2 4 6 8 10 12 14 16 18 20

si
g

n
if

ic
an

ce

0

5

10

15

20

25

30

35

40

45

50

) rejectedπ,πonly (

K identified

Figure 6.298. Transverse-momentum distribution for the signal and for the background after
selection (left); the normalization corresponds to one pp minimum-bias event. Corresponding
significance for 109 events as a function of pt (right). The full markers show the significance
obtained for pt < 2 GeV/c requiring the identification of the charged kaon in the Time of Flight.

by 25% but it is necessary to bring the ratio (D0 from b)/(D0 from c) from 16% to 11%, after
selections.

In Fig. 6.298 (left) we report the transverse-momentum distributions for signal and
background. The background with a track from charm, also shown, is negligible. The right-
hand panel of the same figure reports the significance as a function of pt: the method
developed for the vertex reconstruction allows one to maintain the capability of ALICE
to measure charm mesons down to essentially 0 in pt: the significance is 14 for 0< pt <

1 GeV/c if the charged kaon identification in the TOF is required. For larger transverse
momenta, the significances are very close to those obtained in the Pb–Pb case.

The cuts applied, including a ±1σ cut on the invariant mass, select 6% of the signal.

6.6.4.6. Feasibility study in pPb collisions at
√

sNN = 8.8 TeV. The case of minimum-bias
pPb events is similar to that of pp events in the scenario ‘primary vertex known’. Here again
we used the simple approach of adapting the strategy developed for Pb–Pb collisions. The
average charged multiplicity per unit of rapidity is taken to be 〈dNch/dy〉 ' 18 (as given
by the HIJING event generator), i.e. only a factor about three larger than that expected for
pp events at

√
s = 14 TeV. Therefore, the detector performance (track reconstruction and

particle identification) is taken to be the same as in pp events. During the proton–nucleus runs,
the interaction ‘diamond’ at the ALICE intersection point will have transverse dimensions
of σx = σy ' 15µm. Therefore, the position of its centre will be precisely measured by
averaging over all events in a given machine fill, and the uncertainty on the event-by-event
primary vertex position will be determined by the beam spread. The three coordinates of the
primary vertex can be determined for each event from the reconstructed tracks using the same
algorithm as for pp events. The average resolutions were found to be ≈ 45µm for x and y,
and ≈65µm for z, for a sample of minimum-bias pPb events generated with HIJING.

The simulation study was performed using again a magnetic field of 0.4 T. Signal and
background events were generated separately, as in the Pb–Pb and pp cases. 106 signal events,
each containing 25 D0/D0 particles in |y|< 1 and forced to decay in the K∓π± channel, were
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Table 6.66. Initial statistics for signal and background (in MD0 ± 3σ ) for pPb. Sample A + B + C.

S/event B/event S/B

1.1 × 10−3 6.3 × 10−1 1.7 × 10−3

Table 6.67. Final values of S/B and significance for pp, pPb and Pb–Pb.

System S/event B/event S/B S/
√

S + B σS/S

pp (109 events) vertex reconstructed 1.5 × 10−5 12.4 × 10−5 12% 39 3%
pPb (108 events) 2.4 × 10−4 5.4 × 10−3 4% 32 3%
Pb–Pb (107 events) 1.3 × 10−3 1.16 × 10−2 11% 37 3%

generated with PYTHIA. The detector occupancy for these events is the same as for a typical
pPb event generated with HIJING. We used 2 × 106 background events.

The response of track reconstruction in the TPC was parametrized, as well as the particle
identification probabilities in the TOF detector. In both cases, the same parameters as for
pp events were used. The geometry of the beam-pipe and of the six ITS layers was fully
simulated, and the parametrized tracks from the TPC were prolonged in the ITS using the
Kalman filter, with the usual requirement of at least fine clusters (two in the pixel layers) per
track.

The initial statistics for signal and background after track reconstruction are reported in
Table 6.66.

The final values of the cuts, tuned as a function of the D0 transverse momentum in order to
maximize the statistical significance, are basically the same as for the pp case (see Table 6.64).
A dedicated study of the correlation between the topological cuts and the PID-based selection
has demonstrated that, for pt . 1 GeV/c, requiring the charged kaon identification in the TOF
(candidates in sample A), before applying any topological cut, allows most of the background
and only a small fraction of the signal to be rejected. This strategy yields a large significance,
that further topological cuts do not improve much. In future studies we plan to test it also
for pp and Pb–Pb events. In Table 6.67 we show the final pt-integrated statistics, signal-to-
background, and the significance corresponding to 108 minimum-bias events that we expect
to collect in a one-month pPb run at the LHC.

6.6.4.7. Dependence of the results on the value of the magnetic field. The width of the D0

invariant mass peak is roughly proportional to the momentum resolution and, consequently,
the integral B of the background under the peak is also proportional to it. Since the momentum
resolution is proportional to 1/B [409] (we use here the notation B for the magnetic field
to distinguish it from the background B), the extrapolation of the results to B = 0.2 T is
straightforward: the background would be larger by a factor 2.

The S/B ratio would be lower by a factor 2: ' 6% for Pb–Pb and pp, and ' 2% for pPb.
The pt-integrated significance (' S/

√
B ) would be lower by a factor

√
2 : ' 30 for Pb–Pb

and pp, ' 24 for pPb. The low-pt limit would not be much affected: a significance of 10 for
the bin 1–2 GeV/c in Pb–Pb and for the bin 0–1 GeV/c in pp gives a statistical error of 10%,
which may still be acceptable. At high-pt the significance does not depend on the magnetic
field, since the background is negligible. However, the worse pt resolution might increase
the systematic uncertainties in the determination of the shape of the D0 pt-differential cross
section.
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Figure 6.299. Relative statistical errors on the D0 pt distribution for 109 pp events, 108 minimum-
bias pPb events and 107 central Pb–Pb events. In Pb–Pb, for pt < 1 GeV/c the error is larger than
50%; these first two bins are not considered in the following analyses.

6.6.4.8. Uncertainties on the D0 cross section measurement

Statistical uncertainties. The relative statistical error, σS/S, on the number of reconstructed
D0 candidates, in a given pt-bin and for a given number of events, is equal to the inverse,√

S + B/S , of the statistical significance, as long as the statistical error on the estimated
background B is small relative to that on the S + B sum in the D0 invariant mass region (this
is, for example, the case if the background is estimated from a fit on large side-bands of the
invariant mass distribution, e.g. 4σ < |M − MD0 |< 10σ ).

We fitted the reconstructed pt distributions for signal and background, presented in
Figs. 6.291 and 6.298 for the Pb–Pb and pp cases, to remove the large fluctuations at high
pt due to the limited statistics of the background in the simulations. We then optimised the
pt-binning in order to have a significance larger than 5, i.e. statistical error lower than 20%,
up to 20 GeV/c.

Figure 6.299 shows the relative statistical errors σS/S for Pb–Pb (107 central events), pp
(109 events), and pPb (108 minimum-bias events) collisions. We have σS/S< 15–20% up to
pt ' 20 GeV/c.

Systematic uncertainties. The number S of selected signal D0, estimated from the fit, will
have to be corrected for efficiency and acceptance in order to obtain the total and pt-
differential yields, or the cross sections, for D0 production per event. A number of corrections
are applied and, in principle, each of them introduces a systematic error. A correction consists,
essentially, in multiplying S by a certain factor: S(corrected)= C × S(non-corrected); the
systematic error introduced is δC × S(non-corrected), where δC is the error on the correction
factor C . In Table 6.68 we list the main corrections and the expected systematic errors that are
introduced.

The corrections for tracking and PID efficiency and for acceptance will be calculated by
embedding of Monte Carlo signal candidates in real events, at the level of detector raw data.
The non-perfect description in the simulation of the geometry and of the physics processes
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Table 6.68. Main corrections and related systematic errors.

Correction Systematic error

1) Extrapolation from TOF PID Matching and PID efficiencies
to perfect PID and contaminations in the TOF

2) Feed-down from beauty Uncertainty on bb̄ production at LHC
3) Reconstruction efficiency Tracking efficiencies and resolutions
4) Acceptance Geometrical detector acceptance
5) From D0

→ K−π+ to D0
→ X Error on branching ratio D0

→ K−π+

6) Cross section normalization Pb–Pb: error on centrality selection
and number of binary collisions
pp: error on inelastic cross section

that determine the detector response introduces systematic uncertainties (entries 1, 3 and 4 in
Table 6.68). These uncertainties can, for instance, be estimated by investigating the stability of
the results for different sets of selection cuts. It is reasonable to assume that they will initially
amount to about 10%. However, we remark that experience from other experiments shows that
this kind of systematic error can be reduced after a few years of running as the understanding
of the detector response improves.

The error on the branching ratio of the D0 to the K−π+ channel (entry 5 in Table 6.68) is
quite small, 2.4% [409], and it is essentially negligible with respect to the errors from other
sources. It is included for completeness.

After the selections, the number of primary D0 particles will be determined as N c→D0
=

N D0
− N b→B→D0

, where N D0
is the total number of selected D0 particles and N b→B→D0

is the
amount of feed-down from beauty that will be estimated via Monte Carlo. The systematic
error introduced by this correction is equal to the error on the estimated number of D0

mesons from beauty that pass the selection cuts, N b→B→D0
. The relative error on N b→B→D0

is
essentially equal to the relative error on the bb̄ production cross section, σ bb̄, at LHC energy
and, thus, the relative error on N c→D0

is equal to the relative error on σ bb̄ multiplied by the
ratio of secondary-to-primary D0’s, after selections. Such ratio, as obtained with the present
baseline on charm and beauty production, has been shown in Fig. 6.259, for Pb–Pb, and it
amounts to about 10% on average. It is very similar also for pp and pPb. At present, the bb̄
cross section at LHC energies is estimated by pQCD calculations at NLO with a very large
theoretical uncertainty, '80%, as we have reported in Section 6.6.3. We assume here this large
relative error. This is an overestimate, since B meson production will be measured by ALICE,
in the semi-leptonic decay channels (see Sections 6.6.7 and 6.6.8), and also by ATLAS and
CMS. However, it is not yet clear how precise these measurements can be, especially at low
pt. Multiplying the two factors, 10% (ratio of selected secondary-to-primary D0) and 80%
(relative uncertainty on σ bb̄), we obtain an average relative error arising from the correction
for beauty feed-down of about 8%. Recently, the CDF Collaboration has directly estimated the
fraction of primary D0’s using the distance of the reconstructed D0 flight line to the interaction
vertex as a variable to separate primary and secondary D0’s [815]. This technique allows them
to correct for the feed-down with a systematic error as low as 3–5%. A study on the possibility
of using the same technique in ALICE is currently being carried out.

In proton–proton collisions, the cross section for D0 production, which is necessary for
example for the comparison with pQCD calculations, can be determined by multiplying the
estimated number N D0

pp of (primary) D0’s produced per inelastic event by the inelastic pp cross
section at

√
s = 14 TeV:

σD0

pp = N D0

pp × σ inel
pp . (6.135)
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Table 6.69. Expected relative uncertainties for the measurement of dσD0

NN/dy in |y|< 1 and
pt > pmin

t .

System Pb–Pb pp pPb
pmin

t = 1 GeV/c pmin
t = 0.5 GeV/c pmin

t = 0.5 GeV/c

Statistical error 7% 3% 2%
Systematic error 17% 14% 16%

Correction for b feed-down 9% 8% 8%
Monte Carlo corrections 10% 10% 10%
Branching ratio 2% 2% 2%
Cross section normalization 9% 5% 9%

The pp cross section will be measured at the LHC by the TOTEM experiment [839] with an
expected precision of about 5%. Therefore, the normalization of D0 production to pp inelastic
collisions will contribute a systematic error of '5%, of course independent of pt.

In the case of central nucleus–nucleus collisions, the D0 production cross section per
binary NN collision can be obtained as

σD0

NN = N D0

AA/R(bc), (6.136)

where R(bc), defined in Eq. (6.129), is essentially the average number of binary NN collisions
in a AA collision with impact parameter b < bc, divided by the inelastic NN cross section.
Two sources contribute to the error on R(bc):

1. Error on the centrality selection, i.e., on the determination of the upper limit bc ('3.5 fm)
in impact parameter for the class of most central Pb–Pb collisions (5% of the total
cross section). The impact parameter is measured in ALICE by means of the Zero
Degree Calorimeters, which are expected to provide a relative precision δb/b ' 30% for
b < 3–4 fm (Section 6.1). The upper limit will be, therefore, determined as bc = (3.5 ±

1.0) fm, which gives R(bc)= (27 ± 2)mb−1 (from Fig. 6.266, right panel). The relative
error on R(bc) and on σD0

NN from this source is then 2/27 ' 8%.
2. Uncertainty on the parameters of the Woods–Saxon nuclear density profile. These

uncertainties are of order 5% [128].

Combining these two contributions we obtain an overall normalization error of about 9% for
central Pb–Pb collisions. For this document, we assume the same normalization error of 9%
also for pPb collisions.

The total systematic error, obtained as a quadratic sum of the single contributions,
amounts to 16–17% for the Pb–Pb and pPb cases and 14–15% for the pp case. However,
we remark that (a) some of the systematic errors do not affect the shape of the pt distributions
(uncertainty on branching ratio and normalization errors) and (b) many of them are common
to Pb–Pb and pp and will cancel in the ratio (correction for b feed-down, branching ratio,
uncertainty on NN cross section and, partially, Monte Carlo corrections, e.g. acceptance).

Errors on d2σD0
/dptdy and dD0

σ /dy. Figure 6.300 presents the distributions of d2σD0

NN/dptdy
in |y|< 1 with the estimated statistical (inner) and quadratic sum of statistical and pt-
dependent systematic (outer) error bars. A normalization error of 9% for Pb–Pb, 9% for pPb,
and 5% for pp is not included in the error bars, as it will not affect the shape of the transverse-
momentum distribution.

The expected relative uncertainties for the measurement of the D0 production cross
section per unit of rapidity, integrated over pt > pmin

t = 1 GeV/c for Pb–Pb and pt > pmin
t =

0.5 GeV/c for pp and pPb, are reported in Table 6.69. The statistical uncertainty was obtained
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Figure 6.300. pt-differential cross section per nucleon–nucleon collision for D0 production, as it
can be measured with 107 central Pb–Pb events, corresponding to one month of data-taking, 108

minimum-bias pPb events, corresponding to one month of data-taking, and 109 pp minimum-bias
events, corresponding to eight months of data-taking. Statistical (inner bars) and quadratic sum of
statistical and pt-dependent systematic errors (outer bars) are shown. A normalization error of 9%
for Pb–Pb, 9% for pPb, and 5% for pp is not shown.

as a quadratic sum of the statistical errors of the pt-bins for pt > pmin
t . The single contributions

to the systematic uncertainty were obtained as a linear sum over the pt-bins and they were then
added in quadrature to get the total systematic uncertainty.

Concerning the pp result, we remark that, with statistical and systematic errors of 3%
and 14%, and pmin

t = 0.5 GeV/c, the reconstruction of D0
→ K−π+ decays in ALICE will

probably provide the most precise measurement of the total charm production cross section at
LHC energy. For comparison, the CDF Collaboration has recently measured D0 production in
pp collisions at the Tevatron,

√
s = 1.96 TeV, with similar uncertainties, 1.5% statistical and

11% systematic, but with a much higher low-pt cut-off, pmin
t = 5.5 GeV/c [815].

6.6.5. Perspectives for the study of charm quenching. In this section we investigate
the possibility of using the exclusive reconstruction of D0

→ K−π+ decays to perform a
comparative study of the quenching of charm quarks and massless partons. Such study could
be carried out by measuring:
• the nuclear modification factor of D mesons as a function of transverse momentum,

RD
AA(pt), defined in Eq. (6.110);
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changed accordingly.

• the heavy-to-light ratio, RD/h(pt), defined in Eq. (6.115) as the ratio of the nuclear
modification factors of D mesons and of charged light-flavoured hadrons.

This study was originally described in Refs. [53, 840]. Here we update those results, using
the most recent theoretical predictions for the effect of parton energy loss on the observables
RD

AA and RD/h [802].
The expected performance for the measurement of the nuclear modification factor

for D0 mesons is reported in Fig. 6.301 (left-hand panel). Only nuclear shadowing and
parton intrinsic transverse-momentum broadening are included (no energy loss). The reported
statistical (bars) and systematic (shaded areas) errors are obtained combining the errors
for Pb–Pb and pp collisions and assuming that the contributions due to cross section
normalization, feed-down from beauty decays and, partially, acceptance/efficiency corrections
will cancel out in the ratio. The uncertainty of about 12% introduced in the extrapolation of
the pp results from 14 TeV to 5.5 TeV by pQCD, as shown in Fig. 6.266, is also reported.

The effect of shadowing, included via the EKS98 parametrisation [779], is visible as
a suppression of RAA at low transverse momenta, corresponding to small Bjorken x . As
estimated in Section 6.6.3.3, the effect is negligible for pt > 6–7 GeV/c. Since there is
significant uncertainty on the magnitude of shadowing in the low-x region, we studied the
effect of such uncertainty on RAA by varying the nuclear modification of parton distribution
functions. In Fig. 6.301 (right-hand panel) we show different modifications of the gluon PDF
in a Pb nucleus at the scale Q2

= 5 GeV2
' (2 mc)

2—the valence and sea quark PDFs were
changed accordingly—and the resulting RAA (curves in the left-hand panel). Also in the
case of shadowing 50% stronger than in EKS98 (curve labelled ‘c’), we find RAA > 0.93
for pt > 7 GeV/c. Under these assumptions, for pt > 7 GeV/c only parton energy loss is
expected to affect the nuclear modification factor of D mesons.

Figure 6.302 presents the predicted [802] nuclear modification factor without (q̂ = 0)
and with energy loss (the bands correspond to the range 25< q̂ < 100 GeV2/fm). The effect
of the charm mass on energy loss is included for the thick-line band (mc = 1.2 GeV) and
not included for the thin-line band (mc = 0). The small difference between the two bands
indicates that, with respect to energy loss, charm behaves essentially as a massless quark.
The rapid increase of RAA as pt → 0 is due to the fact that, in the calculation adopted in
Ref. [802], the charm quarks that lose most of their initial energy in the medium are assumed
to thermalize and give a component with a steeply falling spectrum at low pt.
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The estimated uncertainties for the measurement of this observable are reported here for
the case with energy loss. The bars represent the statistical errors, while the shaded areas
represent the quadratic sum of the systematic error from Monte Carlo corrections and that
from the

√
s extrapolation of the pp measurement from 14 TeV to 5.5 TeV. Owing to the

predicted suppression of about a factor 5 for pt & 5 GeV/c, the relative statistical errors in
Pb–Pb are larger by more than a factor 2, with respect to the case of no suppression, and they
become the dominant contribution to the statistical error on RD

AA.
As discussed in Section 6.6.1.4, the comparison of the high-pt suppression of charm-

quark-originated mesons and gluon-originated hadrons may be the tool best suited to single
out the predicted colour-charge dependence of QCD energy loss. The ALICE sensitivity to
the heavy-to-light ratio RD/h in the range 5< pt < 20 GeV/c is presented in Fig. 6.303.
As for the case of RD

AA, the two bands correspond to including or not including the effect
of the c-quark mass for a medium transport coefficient in the range 25–100 GeV2/fm. For
10< pt < 20 GeV/c, the two bands coincide and predict RD/h ≈ 1.5, i.e., about 50% smaller
suppression for D mesons relative to light-flavoured hadrons.

Many of the systematic uncertainties on RD/h cancel out (centrality selection and,
partially, acceptance/efficiency corrections and energy extrapolation by pQCD) since RD/h is
essentially a double ratio (Pb–Pb/Pb–Pb)/(pp/pp). The residual systematic error is estimated
to be of about 15%. We assumed the statistical error on Rh

AA to be negligible with respect
to that on RD

AA for pt < 20 GeV/c. The resulting statistical errors on RD/h are quite large
for pt & 15 GeV/c. However, at lower momenta, the measurement of the compatibility (or
incompatibility) of RD/h with unity appears to be feasible.

6.6.6. Testing QCD with charm production in pp collisions

6.6.6.1. Sensitivity in the comparison to perturbative QCD calculations. In Section 6.6.3 we
have shown that the results of perturbative QCD calculations for cc̄ (and bb̄) production at the
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LHC are strongly dependent on the choice of the heavy-quark masses and of the factorisation
and renormalisation scales, µF and µR. We compare the sensitivity of ALICE for the
measurement of the total and pt-differential cross section for D0 production in pp collisions
at

√
s = 14 TeV to this theoretical uncertainty. We used the HVQMNR program [809] to

calculate the cross sections for different sets of parameters. The pt distributions for D mesons
were obtained from those for c quarks using a parametrisation of the c → D fragmentation
function extracted from cc̄ events generated with PYTHIA.

Figure 6.304 shows the comparison for dσD0
/dy, integrated for pt > 0.5 GeV/c.

Statistical (narrower) and systematic (broader) error bands are reported separately; the latter
include all normalization errors. The error bars are hereafter applied to the value obtained
with the set of parameters used in our simulations (‘default parameters’): mc = 1.2 GeV,

µF = µR = 2µ0 = 2
√
(p2

t,c + p2
t,c)/2 + m2

c and PDF set = CTEQ 4M. The comparison for the

pt-differential cross section is presented in Fig. 6.305 along with the ratio ‘data/theory’
(‘default parameters/theory parameters’) which allows a better comparison of the different pt-
shapes obtained by changing the input ‘theory parameters’ and an illustration of the expected
sensitivity of the ALICE measurement. The estimated experimental errors are much smaller
than the theoretical uncertainty band. We note that the data cover the region at low transverse
momentum where the accuracy of the pQCD calculation becomes poorer and where novel
effects, determined by the high partonic density of the initial state at LHC energies, may play
an important role (see next section).

6.6.6.2. A tentative strategy for tackling non-linear effects in gluon evolution. We outline a
possible approach [774] for the detection of an enhancement of charm production at low pt,
with respect to standard pQCD predictions, obtained when adding a non-linear term to the
DGLAP parton evolution equations. The non-linear term would account for recombination
effects in the saturated gluon densities (see Section 6.6.1.3).
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(µR = µF = Q), PDF set); the data contain the enhancement due to non-linear gluon evolution
while the theory curves do not (adapted from Ref. [774]).

The idea is to study to what extent the ‘signature’—enhancement only at low pt —
can be mimicked by NLO pQCD cross sections calculated with linearly-evolved PDFs
and different combinations of parameters (mc, µF and µR). We consider, as a function
of pt, the ‘data/theory’ ratio of the simulated data, including the enhancement, to NLO
calculations using a range of mc and Q/µ0 (µF = µR = Q) along with parametrized PYTHIA
fragmentation. Thus, given the measured D0 pt distribution, one tries to reproduce this
result with NLO calculations employing recent linearly-evolved PDFs and tuning mc and
Q/µ0. Note that these parameters are not really free but are bounded by the range 1.2.
mc . 1.8 GeV and 1. Q/µ0 . 2 in order to maintain an acceptable description of low-
energy data [808]. The data/theory plots are shown in Fig. 6.306 (adapted from Ref. [774]).
The points with the statistical errors (inner bars) and quadratic sum of statistical and pt-
dependent systematic errors (outer bars) correspond to the data divided by themselves. The 5%
normalization error, not shown, is essentially negligible with respect to the other systematic
contributions. The data include the enhancement as obtained with two sets of parameters:
on the left mc = 1.2 GeV and Q/µ0 = 2, corresponding to the ‘pessimistic’ case also shown
in Fig. 6.259 (left), with an enhancement of 30% for pt → 0, here shown by the thick solid
line; on the right mc = 1.3 GeV and Q/µ0 = 1, giving, because of the lower value of Q, a
much larger enhancement of a factor about 3 for pt → 0, shown by the thick solid line. In the
‘optimistic’ case, on the right, the effect is very large and no set of parameters can reproduce
it with linearly-evolved PDFs. In the ‘pessimistic’ case, on the left, one observes that the
enhancement can be mimicked with linearly-evolved PDFs provided a very small value of
the charm mass, e.g. mc = 1.1 GeV, is used. If the effect is that small, the accuracy of the
measurement and the intrinsic uncertainty of pQCD calculations will probably not allow a
firm conclusion to be drawn.

6.6.7. Beauty detection in Pb–Pb collisions in the semi-electronic decay channels

6.6.7.1. Detection strategy. The wide coverage of ALICE for electron identification, with
the Transition Radiation Detector (TRD) and the Time Projection Chamber (TPC), allows us
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to study the production of open beauty by measuring the decays of beauty hadrons (mostly
B mesons) with an electron in the final state [841]. These decays have a ‘global’ branching
ratio of ≈21%: ≈11% for direct semi-electronic decays, B → eνe + X , and ≈10% for semi-
electronic decays via a charm hadron, B → D(→ eνe + X)+ X ′ [409]. The expected numbers
of beauty hadrons and beauty-decay electrons in a central Pb–Pb collision (5% σ inel) at
√

sNN = 5.5 TeV are about 9.0 and 1.9, respectively, of which about 1/4 within the ALICE
central barrel acceptance |η|< 0.9 (see Table 6.55).

The main sources of background electrons are: (a) decays of primary D mesons, which
have a branching ratio of ≈10% in the semi-electronic channels [409], and have an expected
production yield larger by a factor about 20 with respect to B mesons (see Table 6.55);
(b) decays of light mesons (mainly ρ, ω, K); (c) conversions of photons in the beam-pipe
or in the inner layers of the Inner Tracking System (ITS); and (d) pions identified as electrons.

The strategy for beauty detection in the semi-electronic decay channels, based on
concepts discussed in the TRD Technical Proposal [842], relies on:

1. Electron identification. A combined TPC–TRD particle identification procedure is
employed.

2. Impact parameter cut. Since beauty mesons have mean proper decay lengths of
'500µm [409], their decay electrons are characterised by large impact parameters with
respect to the interaction vertex. Therefore, a cut on the minimum value of d0 (impact
parameter projection on the transverse plane) allows us to reject a large part of the electrons
from the sources (b) and (c), as well as primary pions misidentified as electrons. Electrons
from charm decays, although the cτ values for D’s are somewhat smaller than for B’s,
still can have rather large impact parameters, so that we do not expect a good rejection
efficiency for source (a) by applying the d0 cut alone.

3. Transverse momentum cut. Electrons from charm decays can be further rejected by
means of a cut on their transverse momentum pt, since, due to the larger mass of the b
quark, electrons from B meson decays have a harder pt distribution with respect to those
coming from D mesons.

We first evaluate the signal-to-total ratio, S/(S + B), that measures the signal purity,
and the integrated signal statistics corresponding to a sample of 107 central Pb–Pb events
(one month data-taking at ALICE), in Section 6.6.7.4. Then, we estimate statistical and
systematic uncertainties on the reconstruction of the pt distribution of electrons from B
decays (Section 6.6.7.5). Finally, in Section 6.6.7.6, we show how such measurement can
be converted to a measurement of the integral B meson production cross section dσB(pt >

pmin
t )/dy as a function of pmin

t .
The study is based on a detailed simulation of the signal and background sources, while

for the detector response we partly rely on parametrisations, as explained in the next section.
A charged-particle rapidity density dNch/dy = 6000 for central Pb–Pb collisions is assumed.

6.6.7.2. Simulation. The heavy-flavour signals and the background events were generated
and analysed separately, as done for the study of the reconstruction of D0

→ K−π+ decays
(see Section 6.6.4).

The assumed yields for electrons from B and D meson decays in central Pb–Pb
collisions (5% σ inel) at

√
sNN = 5.5 TeV, obtained combining the production yields reported in

Table 6.55 on page 1782 and the branching ratios, are 1.9 (including B → e and B → D → e)
and 19 per event, respectively. The two sources of electrons from heavy-flavour decays were
generated in special events, in which the multiplicity was tuned in order to have a similar
track reconstruction efficiency as in Pb–Pb events with dNch/dy = 6000 (as done for the
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D0 study). We used PYTHIA [150] with parameters tuned in order to reproduce the c- and
b-quark pt distributions from NLO pQCD (see Table 6.54 on page 1781). In particular, we
used the QCD process-selection option MSEL=1, a minimum phard

t of 2.75 GeV/c, and the
CTEQ 4L [827] set of parton distribution functions with EKS98 nuclear modification [779].
The total generated statistics of electrons from beauty and charm is 1.3 × 107 and 1.5 × 108,
respectively. For the background, we used the same sample of events as for the D0 study:
2 × 104 central Pb–Pb collisions (b < 2 fm) generated with HIJING [42, 67]. The multiplicity
of electrons for such events, including decays and photon conversions up to the innermost
Silicon Pixel Detector (SPD) layer (r ' 4cm)23, is ∼1000 per event. The magnetic field was
set to B = 0.4 T.

Event reconstruction was performed as described in Section 6.6.4.2, using a parametrized
response of the tracking in the TPC and the standard Kalman filter tracking in the ITS, in order
to have a realistic simulation of the performance for the impact parameter measurement.
Tracks were required to have a point in each of the six ITS layers. The probability for
prolongation in the TRD of a track reconstructed in the TPC and in the ITS was assumed
to be 75% for transverse momenta larger than 1 GeV/c (see Section 5.1.6).

6.6.7.3. Electron identification. Electrons in the transverse-momentum range of interest for
heavy-flavour physics (above 1 GeV/c) can be identified using information from the TRD and
the TPC. Fig. 6.307 (left-hand panel), from the TRD Technical Design Report [836], shows
the expected performance values for the electron-tagging probability for pions (πeff = proba-
bility to tag a pion as an electron) versus the electron-tagging probability for electrons (eeff =

probability to correctly identify an electron), for different values of the charged-particle rapid-
ity density. For dNch/dy = 6000, we observe that, for an efficiency of electron identification
eTRD

eff ' 0.90, a contamination from pions πTRD
eff ∼ 10−2 is expected. These are the values used

for the present study. Test-beam results [61, 843], shown in Fig. 6.307 (right-hand panel),
agree with these estimates and show that the efficiency remains approximately constant in the
momentum range 1–6 GeV/c, which contains most of the statistics of electrons from B. The
contamination from charged kaons and protons is expected to be negligible [844].

Electrons can be further separated from heavier particles by their specific energy loss
dE/dx in the TPC. The dE/dx-versus-momentum distribution resulting from the simulation
of a sample of HIJING events enriched in electrons is presented in the left-hand panel
of Fig. 6.308. The two bands corresponding to electrons and pions (and muons) are well
separated at low momenta, where electrons are already in the relativistic rise regime while
pions and muons are not. The separation decreases at higher momenta, as all particles reach
the Fermi plateau. If the TPC energy loss is analysed only for tracks tagged as electrons in the
TRD, the contamination from charged kaons and protons can be neglected. The right-hand
panel of Fig. 6.308 shows the effect of the simple cut indicated by the black lines on the
dE/dx-versus-momentum plot. The cut fixes the efficiency for electrons to eTPC

eff ' 0.90 over
the entire momentum range shown in the figure. The electron-tagging probability for pions
remains at the level πTPC

eff ∼ 10−2 up to a momentum of 2–3 GeV/c; it then increases as the
electron/pion separation in the TPC gets worse, exceeding 0.60 around p = 15 GeV/c. We
parametrized πTPC

eff and eTPC
eff from Fig. 6.308 (right) and included them in our analysis.

6.6.7.4. Analysis. Our strategy relies on exploiting the different shapes of the pt and
impact parameter distributions for electrons from beauty, from charm, and for the different
background contributions. These distributions are shown in Fig. 6.309 with the cut

23 Electrons from conversions that happen at larger radii will, in general, not be reconstructed if a point in the inner
SPD layer is required.
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pt > 1 GeV/c. We have also included the distributions for charged pions, a fraction of which
will be tagged as electrons. As expected, electrons from beauty have the hardest pt distribution
and the broadest d0 distribution, due to the large mass and mean decay length of B mesons.
Electrons from B → D → e decays (not singled out in the figure) dominate the beauty electron
spectrum for pt < 1 GeV/c, but, having a steep pt distribution, for higher transverse momenta
they rapidly decrease to about 1/10 of the total beauty electron yield.
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The pion pt distribution becomes harder than those of electrons from charm and from
beauty for transverse momenta beyond 3–4 GeV/c and 8–10 GeV/c, respectively. This is due
to the fact that, for semi-electronic heavy-flavoured meson decays, the average ratio (electron
pt)/(meson pt) decreases with increasing pt. At high pt, where the masses of c and b quarks
become negligible, the π , D and B distributions have comparable slopes, but the electrons
from D and B decays have softer distributions.

A cut |d0|> 100–200µm is very effective in rejecting electrons from conversions and
light-meson decays, as well as misidentified pions. The d0 distributions for these particles
present large tails due to decays of long-lived strange particles and to tracks suffering large-
angle scatterings in the materials. To remove these large-|d0| background tracks we also apply
an upper cut |d0|< 600µm.

The d0 distribution for background electrons presents an asymmetry toward negative
values, caused by electrons from photon conversions in the detector materials. Given the
procedure that we use to give a sign to the impact parameter and the topology of the γ -
conversion process, electrons from this source tend to have d0 < 0.

As discussed above, a combined TRD–TPC electron identification technique is adopted.
In Fig. 6.310 we show the impact parameter (absolute value) distributions of identified
electrons from beauty and from charm, identified background electrons and charged pions
tagged as electrons. The cut pt > 1 GeV/c is applied. The two panels correspond to: no
electron identification, i.e. all particles tagged as electrons, (left) and combined TRD–TPC
identification (right). Without identification, charged pions dominate the electron sample over
the whole range. The filter provided by the TPC and the TRD globally reduces the pion
contamination by a factor 10−4, of which about 10−2 from the TRD and 10−2 from the TPC.

We determined the optimal conditions for the selection of a beauty sample by studying
the signal purity, defined as the ratio S/(S + B) (where S includes all electrons coming from
beauty hadrons and B includes light-hadron decays, conversions, misidentified pions and
charm-originated electrons), for different thresholds in pt and |d0| (as explained above, an
upper limit of 600µm for the latter has also been set). Figure 6.311 (left-hand panel) shows
the S/(S + B) ratio as a function of the impact parameter threshold for three pt thresholds
(1, 2 and 3 GeV/c), the lowest being fixed by the minimum pt required for electron
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= 600µm is applied for both panels.

identification in the TRD. As an example, the cuts pt > 2 GeV/c and 200< |d0|< 600µm
yield a sample of electrons from B meson decays with a purity S/(S + B) of 80% (see left-
hand panel of Fig. 6.311). Even with the lowest pt threshold (1 GeV/c), a sample with a
purity of ' 50% is achievable. In this case a further optimization is possible, e.g. by applying
separate cuts on the positive and negative sides of the impact parameter distribution, so as to
reject more efficiently the electrons from conversions.

The right-hand panel of Fig. 6.311 shows, as a function of the |d0| threshold and for three
values of the pt threshold, the number of beauty decay electrons that we expect to select in
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sources). Right: pt dependence of the relative statistical error on the yield of electrons from beauty.

107 central Pb–Pb events, corresponding to a one-month run of ALICE. For pt > 2 GeV/c
and 200< |d0|< 600µm we obtain a statistics S ' 8 × 104.

6.6.7.5. Measurement of the pt distribution of electrons from B decays. Figure 6.312 (left)
shows the yields as a function of the transverse momentum for electrons from beauty decays,
electrons from charm decays, and background (misidentified pions or electrons from other
sources), as expected in 107 central Pb–Pb collisions. The impact parameter cut 200< |d0|<

600µm is applied.
The background component, which dominates at the lowest pt limit for electron

identification (≈1 GeV/c), decreases steeply for increasing pt and becomes negligible
(<2%) for pt & 4 GeV/c. This contribution to the distribution of electron-tagged particles
can be estimated, and subtracted, with high precision from Monte Carlo simulations tuned
to reproduce the measured pt distributions of charged pions, that may be misidentified as
electrons, and of light mesons that decay to electrons.

The ratio of electrons from charm to electrons from beauty is about one at pt ∼

1–2 GeV/c, then it decreases, though remaining non-negligible up very large transverse
momentum, 5% at pt ≈ 13 GeV/c. Our current strategy is to estimate and subtract this
component on the basis of the D-meson production cross section measured via D0

→ K−π+

reconstruction. In the following discussion on systematic errors, we describe with more details
this procedure and estimate the resulting systematic uncertainty.

Statistical uncertainties. The yields reported in the left-hand panel of Fig. 6.312 allow us
to calculate the expected statistical errors associated to the pt distribution of electrons from
beauty, obtained after subtraction of the background and charm components. For the i-th pt

bin, that contains N e,beauty
i electrons from beauty, N e,charm

i electrons from charm and N e,bkg
i

background particles, the relative statistical error on the signal Si = N e,beauty
i is

σSi /Si =

√
N e,beauty

i + N e,charm
i + N e,bkg

i

/
N e,beauty

i . (6.137)

The relative statistical errors are shown in the right-hand panel of Fig. 6.312. Increasing the
size of the bins toward higher momentum, these errors can be kept smaller than 12% up to
pt ≈ 18 GeV/c.
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Systematic uncertainties. The main systematic uncertainties on the measured pt-differential
cross section of electrons from B meson decays are expected to be the following:

• Error introduced in the Monte Carlo corrections for detector acceptance, track
reconstruction and electron identification efficiencies, and selection efficiency (impact
parameter cuts). This error is assumed to be about 10% over the entire covered pt range.
However, it is, in principle, dependent on the electron momentum and its evaluation will be
addressed in future dedicated studies.

• Error on the normalization to one nucleon–nucleon collision of the cross section measured
in Pb–Pb collisions in a given centrality range. This error was discussed in the context
of D0 reconstruction (Section 6.6.4.8). It is due to the definition of the centrality range
and the uncertainty on the Woods–Saxon parameters that describe the density profile of
the Pb nucleus, which add up to about 8%, and to the expected 5% uncertainty on the
nucleon–nucleon inelastic cross section at

√
sNN = 5.5 TeV. The total normalization error

is, thus, about 9%.
• Error due to the uncertainties on the background and on the charm decay electron

contributions to be subtracted from the spectrum. The former is assumed to be negligible.
The latter is estimated below.

The reconstruction of D0
→ K−π+ decays will provide a measurement of the D0-meson

pt distribution. The statistical and systematic uncertainties on this measurement were studied
in detail, as reported in Section 6.6.4. Statistical errors are of the order of 5% on average
and increase to about 20% at small transverse momentum, '1 GeV/c, and to about 10%
at large transverse momentum, '14 GeV/c. Systematic uncertainties due to Monte Carlo
corrections are approximately pt-independent and of the order of 10%. We assume the
production cross section of all charm hadrons (Hc ≡ D0, D+, D+

s , 3
+
c ) to be proportional to

that of D0 mesons, and we use the relation d2σHc/dptdy = (1.70 ± 0.07)× d2σD0
/dptdy. The

proportionality factor is the average between the value measured by the ALEPH Collaboration
at LEP [833] and that extracted from the PYTHIA [150] event generator (see Table 6.55), and
the 4% systematic error is obtained from the comparison of the two values. Such error is
basically negligible with respect to the quoted 10% systematic error on the D0 cross section
itself. The D0 cross section normalization error is not considered for the purpose of charm
subtraction from the total electron spectrum, since we assume the D0

→ K−π+ and single-
electron analysis to be performed on the same sample of events and with the same centrality
class(es).

The pt distribution dN e,charm/dpt of electrons from charm decays to be subtracted from
the measured electron spectrum is obtained by filtering through the detector simulation and
analysis cuts (electron identification and |d0| window) Hc → e + X decays generated with
PYTHIA and reweighted so as to match the d2 N Hc/dptdy yield inferred as described above.
The ≈10% systematic error on d2 N Hc/dpt dy converts to an equal error on dN e,charm/dpt. The
statistical errors on d2 N D0

/dptdy convert to a pt-dependent systematic error on dN e,charm/dpt.
This error can be estimated by a Monte Carlo method: the measured d2 N D0

/dptdy is fit to a
given expression, e.g.

1

pt

d2 N D0

dptdy
= A

[
1 +

(
pt

p0
t

)2
]−n

, (6.138)

to be used to reweight the PYTHIA Hc → e + X input; then, each measured point is randomly
smeared according to a Gaussian with RMS given by the statistical error, and the fit
is repeated, thus giving a different PYTHIA input. This smear–fit–reweight procedure is
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the measurement of the pt-differential cross section of electrons from beauty decays.

iterated several times and the resulting spread in the dN e,charm/dpt distribution is taken as
the systematic error due to the statistically-limited knowledge of the D0 production cross
section.

We cross-checked this procedure using an analytic error propagation from the Hc to the
electron pt distribution: relying on PYTHIA, the content of each bin i in the dN e,charm/dpt

distribution is written as the sum of contributions from charm hadrons in the different pt bins,
j = 1, ..., n, used for the D0 measurement, N e, charm

i =
∑n

j=1 N e, charm
i, j ; the relative error on

N e,charm
i, j is assumed to be that of the j-th bin of the measured d2 N D0

/dptdy and the resulting

error on N e,charm
i is obtained by a quadratic error propagation. The results given by the two

methods agree within 20%.
Figure 6.313 (left) shows the relative uncertainties on the charm-decay electron

pt distribution: the uncertainties coming from the systematic and statistical errors on
d2 N Hc/dptdy, and their quadratic sum. The relative systematic error introduced on the beauty
electron pt distribution by the charm electron subtraction is shown by the open circles in the
right-hand panel of Fig. 6.313, where all error contributions are summarized. In particular,
the closed triangles represent the statistical errors, the closed stars represent the total pt-
dependent systematic error (quadratic sum of error from MC corrections and error from charm
subtraction), and the open diamonds represent the pt-independent systematic error from the
cross section normalization.

The production cross section of electrons from B decays is shown in Fig. 6.314, with the
estimated statistical errors (inner bars) and the quadratic sum of statistical and pt-dependent
systematic errors (outer bars). The 9% cross section normalization error is not shown.

6.6.7.6. Extraction of the B-level cross section. In this Section we test a method to extract
a minimum-pt-differential cross section at the B meson level from the decay-electron level
pt-differential cross section. The method, developed by the UA1 Collaboration [845, 846]
and being considered in ALICE also for beauty detection in the semi-muonic decay channels
(see Section 6.6.8 and Ref. [847]), is based on Monte Carlo and it relies on the fact that the
B meson decay kinematics, measured and studied in several experiments (see e.g. [848] for a
review), is well understood.
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The B meson cross section per unit of rapidity at mid-rapidity with pB
t > pmin

t is obtained
from a scaling of the electron-level cross section measured within a given electron parameter
space 8e:

dσB

dy
(pB

t > pmin
t ) = σ e,beauty(8e)

∣∣∣∣
meas.

×

dσB

dy
(pB

t > pmin
t )

σB(8e)

∣∣∣∣∣
MC

= σ e,beauty(8e)

∣∣∣∣
meas.

×Fe→B,

(6.139)

where the Monte Carlo scaling factor Fe→B is the ratio of the B cross section per unit of
rapidity at mid-rapidity with pB

t > pmin
t to the cross section for B mesons decaying to a final

state containing an electron within the parameter space 8e. The electron parameter space is,
in our case, defined by a transverse momentum range, a pseudorapidity range, and an impact
parameter range, 8e

≡ {1pt,1η,1d0}. This means that σ e,beauty(8e)|meas. is not corrected for
the impact parameter selection; this correction is included in Fe→B . In the following, we use,
for 1pt, the bins introduced in Fig. 6.313, for 1η, the range |η|< 0.9, and for 1d0, the range
200< |d0|< 600µm. For given 8e, Fe→B depends on the choice of pmin

t . Note that also the
correction for the average B → e + X branching ratio is encoded in Fe→B .

The correction factor Fe→B contains two different sources of systematic error: (a) the
uncertainty on the semi-electronic decay branching ratio and (b) the dependence of Fe→B on
the shape used in the MC simulation for the B meson pt distribution. Also, the error on the
correction for the d0 selection efficiency is, in principle, carried by Fe→B; however, in the
scope of the present discussion, we consider it decoupled from Fe→B and we account for it in
the 10% systematic error due to MC corrections at the electron level.
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a given parameter space 8e.

The relative uncertainty on the branching ratio is about 3% and, thus, negligible with
respect to the systematic contributions present already at the electron level, shown in the left-
hand panel of Fig. 6.313. Concerning the error due to the MC shape of the B pt distribution,
in the following we study the dependence of the correction factor Fe→B on this shape. We
find that, for any given 8e (or better electron pt bin), there is a value of the B meson pmin

t
which minimizes the correction dependence on the shape used in the simulation and that, at
this minimum, the dependence is rather small. Thus, it is possible to apply the correction with
a negligible additional systematic uncertainty, relative to the systematic uncertainty already
present at the electron level.

We used B → e + X and B → D → e + X decays generated with PYTHIA. Figure 6.315
shows an example of determination of the correction factor Fe→B. The solid-line distribution
is d2σB/dptdy and the dashed-line distribution is dσB(8e)/dpt for 3< pe

t < 4 GeV/c. Fe→B

is the ratio of the integral of the former above pmin
t to the total integral of the latter.

The HVQMNR program [809] for NLO pQCD calculations was employed to modify the
pt shape of d2σB/dptdy by varying: (a) the value of the b-quark mass and of the factorisation
and renormalisation scales, (b) the nuclear modification of the parton distribution functions,
as in the right-hand panel of Fig. 6.301, and (c) the shape of the b → B fragmentation function
(for the purpose of this study, the Peterson parametrisation [849] was used and εb was varied
in the range 0.003–0.012). Each HVQMNR result was used to reweight the PYTHIA events,
such that the B pt distribution from PYTHIA matched that from HVQMNR; then, the function
Fe→B(pmin

t ) was calculated scanning a wide range in pmin
t . Figure 6.316 (left) shows the

explored range of variation of d2σB/dptdy. The resulting band of systematic error on the
value of Fe→B, for some selected electron pt bins, is plotted in the panels on the right-hand
side of Fig. 6.316. The quenching-induced modification of the B pt distribution predicted by
the model used for the charm energy loss study (Section 6.6.5) was considered as well, and
is shown by the thicker lines in the plots. For any electron pt bin above 2 GeV/c, there is an
optimal value of pmin

t for which the dependence of Fe→B on the shape of the B pt distribution
used in the simulation becomes at most 5%. The optimal value of pmin

t typically selects
about 80–90% of the B mesons that give an electron in8e, i.e. σB(8e

; pB
t > pmin

t )/σB(8e)'

0.8–0.9. For electron transverse momenta smaller than 2 GeV/c the correlation between
the electron and the B meson transverse momenta is poor and large uncertainties would be
introduced in the extraction of a B-level cross section.
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of data-taking. Statistical errors (inner bars) and quadratic sum of statistical and pt-dependent
systematic errors (outer bars) are shown. A normalization error of 9% is not shown.

Figure 6.317 shows the expected ALICE performance for the measurement of the pmin
t -

differential cross section of B mesons, dσB(pt > pmin
t )/dy vs. pmin

t at y = 0. The points
correspond to the electron pt bins in the range 2< pe

t < 20 GeV/c from Fig. 6.314. The
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errors are (in percentage) equal to those of the electron-level cross section. The additional
systematic error carried by Fe→B is smaller than 5% and, thus, negligible with respect to the
other systematic uncertainties. A systematic error of 9% due to the normalization of the yield
measured in Pb–Pb collisions to a cross section per nucleon–nucleon collision is not shown.
For illustration, we report the two bands showing the predicted effect of parton energy loss on
the pmin

t -differential B cross section. In contrast with the case of D mesons (Fig. 6.302), there
is a significant reduction of the suppression when the b-quark mass is taken into account in
the energy loss calculation. The study, currently in progress, of the ALICE performance for
beauty production measurement in pp collisions will allow us to evaluate the sensitivity on
the nuclear modification factor RB

AA.

6.6.8. Beauty detection in Pb–Pb collisions with the ALICE muon spectrometer. The ALICE
forward muon arm, described in Section 3.12 of PPR Volume I [3], covers in acceptance
the region −4< η <−2.5 and it will allow us to detect muons from beauty decays [847].
While single-inclusive differential cross section measurements will provide large statistics
and a wide coverage in transverse momentum, as only one muon has to enter the acceptance,
the capability to measure both muons from the bb̄ pair decay offers additional information
to test QCD predictions. In fact, the dimuon correlations in azimuthal angle, transverse
momentum and rapidity are sensitive to relevant features of the bb̄ production process,
like the relative importance of leading-order and higher-order topologies. In Fig. 6.318, we
show the rapidity correlation between muons originating from Q Q decays. In panels (b)
and (d), rapidity difference distributions between the two decay muons, when one of them
is in the spectrometer geometrical acceptance, are presented, for charm and beauty decays
respectively. The correlation is stronger for beauty decays with a standard deviation of about
1.5 units (2 units for charm). Such strong rapidity correlation makes the muon spectrometer
well-suited for bb̄ measurements, since if a b quark is detected in the forward region there
is a high probability that the b̄ is also forward (the bb̄ acceptance is detailed in the next
section).

6.6.8.1. Detector effects. Acceptance, detection efficiencies and resolution of the muon arm
were included in this study using a parametrisation based on a full GEANT 3.21 simulation
of the detector response (see Section 6.7.2.1).

The muon geometrical acceptance (Ageom) was computed by applying simple pseudo-
rapidity cuts corresponding to the geometric aperture of the spectrometer (−4< η <−2.5).
The muon tracking implements a maximum-likelihood-expectation-maximization (MLEM)
cluster finder and a Kalman filter track fitting [850]. Muon tracks with pt > 1.5 GeV/c have
a relative pt resolution better than 2% and a reconstruction efficiency εtrack of about 90% for
trackable tracks (fraction Atrack of the tracks emitted in the spectrometer opening angle giving
hits in 1 chamber, out of 2, in each tracking station 1–3, 3 chambers, out of 4, in stations
4–5 and 3 chambers, out of 4, in trigger stations). Reconstruction efficiencies for single and
dimuons are summarized in Table 6.70.

In central Pb–Pb collisions, about eight low transverse momentum muons from π/K
decays are expected to be emitted per event in the spectrometer angular aperture. To reduce
the trigger probability to a reasonable level, a muon trigger signal is issued only if a track
has a transverse momentum above a predefined threshold. Although trigger levels have
been optimised for quarkonia measurements, in this analysis we show that the low trigger
transverse momentum cut-off of 1 GeV/c is enough to have a significantmeasurement of



ALICE: Physics Performance Report, Volume II 1829

10
-4

10
-3

10
-2

1y
-10 -5 0 5 10

2y

-10

-5

0

5

10

a)

 yδ
-10 -5 0 5 10

 yδ
-10 -5 0 5 10

 y
 (

a.
u

.)
δ

d
N

/d

0

0.25

0.5

0.75

1 Mean   -0.09446
RMS     1.996b)

10
-4

10
-3

10
-2

1y
-10 -5 0 5 10

2
y

-10

-5

0

5

10

c)

 yδ
-10 -5 0 5 10

 yδ
-10 -5 0 5 10

 y
 (

a.
u

.)
δ

d
N

/d

0

1.5

3

4.5

6 Mean   -0.07688
RMS     1.573d)

Figure 6.318. Dimuon rapidity correlation for (a) charm and (c) beauty decays. Rapidity
difference distributions when one muon is in the muon arm acceptance for (b) charm and (d)
beauty.

Table 6.70. Muon arm detection efficiency breakdown for single muons and dimuons from charm
and beauty decays. Ageom stands for the muon arm geometrical acceptance, Atrack for the fraction

of trackable tracks, while εtrack is the tracking efficiency, ε pt>1 GeV/c
trig the low-pt trigger efficiency,

and ε pt>2 GeV/c
trig the high-pt trigger efficiency.

cc̄ bb̄

µ+ µ− µ+µ− µ+ µ− µ+µ− µ±µ±

Ageom 0.130 0.127 0.035 0.122 0.122 0.050 0.031
Atrack 0.422 0.420 0.191 0.756 0.757 0.465 0.515
εtrack 0.271 0.270 0.080 0.622 0.624 0.287 0.339

ε
pt>1 GeV/c
trig 0.130 0.133 0.021 0.530 0.540 0.171 0.233

ε
pt>2 GeV/c
trig 0.040 0.042 0.003 0.285 0.293 0.043 0.067

open beauty in the dimuon channel using µ+µ− pairs distributed over a wide mass range. An
additional analysis cut at 1.5 GeV/c is then applied to remove the low transverse momentum
region, where the trigger efficiency drops rapidly. Low-pt (1 GeV/c) and high-pt (2 GeV/c)
trigger cut efficiencies, ε pt>1 GeV/c

trig and ε pt>2 GeV/c
trig , for single muons and dimuons are given in

Table 6.70. Beauty decays produce muons with larger pt as compared to charm, resulting in
higher single-muon efficiencies.
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Table 6.71. Global efficiencies for single muons and opposite-sign muon pairs entering the
spectrometer acceptance.

pµt (GeV/c) ε

1.5–2.0 0.794
2.0–2.5 0.834
2.5–3.0 0.852
3.0–4.0 0.872
4.0–5.0 0.869
5.0–6.0 0.867
6.0–9.0 0.876
9.0–12.0 0.877

12.0–15.0 0.872
15.0–20.0 0.869

Mµ+µ− (GeV) ε(pµt > 1.5 GeV/c)

0–5 0.636
5–20 0.723

Combining the previously described efficiencies and applying the analysis cut pµt >
1.5 GeV/c, we obtain the global efficiencies presented in Table 6.71 for single muons and
muon pairs from heavy-quark decays. The analysis cut of 1.5 GeV/c yields a significantly
larger global efficiency with respect to that expected with the low-pt trigger cut at 1 GeV/c
(see Table 6.70).

6.6.8.2. Muon sources

Heavy-quark decays. Semi-muonic decays of heavy quarks have essentially the same
branching ratios as semi-electronic decays (given in Section 6.6.7.1). We recall that, for
beauty, in addition to the direct semi-muonic decay B → µνµ + X , second generation muons
can also originate from cascade decays B → D(→ µνµ + X)+ X ′. As a consequence, while
charm semi-muonic decays can only contribute to the opposite-sign dimuon sample, beauty
decays through cascade chains produce both same-sign and opposite-sign dimuons:

B+
→ D0 µ+

1νµ
b
→ µ−

2 X ′

B
0
→ D+ µ−

3 νµ
b
→ µ+

4 X ′′ .

The possible pairs are: a combination of muons (µ1µ2 and µ3µ4) from a single B meson24

(referred to as BDsame), two muons (µ1µ3) from primary B decays (BBdiff), two muons (µ2µ4)
from secondary decays (DDdiff) feed-down from beauty to the open charm production25,
and a primary muon from one B and a secondary muon from the other B (µ1µ4 and

µ2µ3 or BDdiff). Moreover, mixing in the B0–B
0

system can change b into b or vice-versa,
producing same-sign correlated BBdiff and DDdiff muon pairs (for a detailed discussion, see
Ref. [847]).

24 Always opposite-sign.
25 Both same- and opposite-sign.
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Figure 6.319. Beauty decay configurations: a) configuration of large transverse momentum and
low mass muon pairs from the semi-leptonic chain decay of a single heavy b quark (BDsame); b)
dimuon events produced from semi-leptonic decay of both b quarks made of large mass and large
transverse momentum muons.

An opposite-sign muon pair from a b-chain decay has an upper limit on its invariant
mass Mµ+µ− , fixed by the initial b quark mass. Thus, beauty decays can be divided into two
main topologically-distinct contributions: b-chain decays into low-mass and high transverse
momentum dimuons (Fig. 6.319a) and muon pairs where the two muons originate from
different quarks emitted at large angles, resulting in large invariant masses (Fig. 6.319b).

Decays of pions and kaons. An important source of background originates from charged
kaon and pion decays. In order to evaluate this contribution, we have simulated events
containing primary π±, K± with η and pt distributions as extracted from central Pb–Pb
events generated with HIJING [42, 67] (with shadowing and jet quenching). The multiplicity
was normalized such that dNch/dη|η=0 = 8000; as already seen in Section 6.6.4.4, this is a
conservative assumption. The produced mesons were subsequently decayed to muons with
the JETSET package [851]. The pt and rapidity distributions for the decay muons are shown
in Fig. 6.320. Due to the long lifetime (cτ ' 4–8 m) and an additional Lorentz boost, most
of the π± and K± are absorbed by the front absorber before decaying. However, the charged
pions and kaons that decay to muons before entering the absorber yield dimuon pairs, in
which one muon is from a heavy-flavour meson and the other from a light-flavour one. This
combinatorial background is fairly large and it has to be subtracted.

Resulting single-muon cocktail per central collision. Figure 6.321 shows the number of
muons, integrated above the transverse momentum pmin

t , detected per central Pb–Pb event
(5% σ inel) in the spectrometer (−4< ηµ <−2.5) when the low trigger cut, pt > 1 GeV/c,
is applied. Charm and π/K decay muons dominate below pt ∼ 1.5 GeV/c, while beauty
dominates for higher transverse momenta.

As one can see in Fig. 6.321, a large sample of beauty events can be collected using
an inclusive muon trigger. Single-muon trigger rates are nevertheless limited by the DAQ
bandwidth, which is about 1 kHz for dimuon events in Pb–Pb collisions. In the following, we
assume that the 400 Hz of 5% most central Pb–Pb collisions are entirely recorded. Considering
106 s of data taking in one month, a sample of 4 × 108 central Pb–Pb events can be collected
by the muon arm DAQ. The results of the study presented here can be easily rescaled to lower
statistics scenarios.
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detected in the muon spectrometer, including the low trigger cut pt > 1 GeV/c.

6.6.8.3. Measurement of beauty production from muon data. In the following, we detail the
method to measure the inclusive beauty-hadron production cross section. Three muon data
sets are used for this measurement:

• low-mass dimuons, Mµ+µ− < 5 GeV, mainly coming from b-chain decays (BDsame);
• high-mass dimuons, 5< Mµ+µ− < 20 GeV, mainly coming from bb̄ → µ+µ−, each muon

coming from a different quark in the pair (BBdiff);
• inclusive single muons.
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The analysis, similar to that adopted by other experiments in the past (see e.g. Ref. [845,
846]), is subdivided in three steps:

1. maximization of the beauty signal component in the data sets;
2. evaluation of the signal content in the data sets and measurement of the muon level cross

section from the number of B → µ events observed for each data set;
3. from muon-level cross sections, extraction of B-level cross sections for the data sets, each

set covering a specific B meson pt region.

Muon signal selection. The usual technique for background subtraction consists in
estimating the uncorrelated background in the opposite-sign pairs sample from the measured
distribution of same-sign pairs. Whereas this method has been successfully applied in dilepton
physics at SPS energies [817, 852, 853], its applicability at the LHC is questionable because
the same-sign sample contains a sizable fraction of leptons from B meson decays (correlated

lepton pairs from chain decays and B0–B
0

oscillations). The same-sign subtraction removes
from the opposite-sign dilepton spectrum not only the uncorrelated component but also a
fraction of the correlated signal. This would bias the estimation of the heavy-quark signal
yield. The problem can be overcome by using a different method for background subtraction;
namely, event mixing. With this procedure one estimates and subtracts the combinatorial
opposite-sign background in each Mµ+µ− bin, N final

µ+µ− = Nµ+µ− − N mixed
µ+µ− . The statistical error

on N final
µ+µ− is

√
Nµ+µ− + (err(N mixed

µ+µ− ))2; here we assume that err(N mixed
µ+µ− ) is negligible (this is

true if the statistics of the mixed sample is larger than that of combinatorics), so that the error
on N final

µ+µ− is
√

Nµ+µ− , i.e. the statistical fluctuations of the final mass spectrum are numerically
the same of the total spectrum. In addition, we assume that the background can be subtracted
without any systematic bias. This corresponds to an optimistic case; a precise determination
of possible systematic uncertainties related to the background subtraction with the event-
mixing technique will have to be determined by means of full simulations. In particular, the
definition of the classes of events to be used for mixing as well as the two-track resolution of
the apparatus, which are known as potential sources of biases, must be investigated in detail.

At large transverse momentum, charm and beauty are produced with similar rates, but the
harder beauty fragmentation results in a harder transverse momentum spectrum for its decay
muons. Therefore, applying a muon pt cut enriches the selected muon samples in bb̄ relative
to cc̄ decays. This can be observed in Fig. 6.322 where signal statistics, signal purity and
significance for charm and beauty decay muons are shown as a function of a pt threshold on
single muons. In our analysis we apply a conservative pt threshold of 1.5 GeV/c to define a
clean sample of muons from beauty decay. This value selects a large-statistics beauty signal
with good signal-to-background ratio and significance. Note that, at the expense of a reduced
signal statistics, a cleaner sample of muons from beauty decay could be obtained with a pt

threshold of 2 GeV/c.
A similar transverse momentum threshold of 1.5 GeV/c can be applied to the dimuon data

samples. As shown in Fig. 6.323, the beauty signal purity, fbb = Nbb/(Nbb + Ncc), reaches
80% of the correlated heavy-quark data in both the low-mass and high-mass regions. Note
that increasing the transverse momentum threshold to values as high as 3 GeV/c enhances the
beauty fraction by 10% only, while drastically reducing the available statistics. Therefore, a pt

threshold larger than 1.5 GeV/c is not mandatory for beauty analysis, though it could reduce
the combinatorial background.

In summary, we apply the condition pµt > 1.5 GeV/c for all three data sets.

Evaluation of the beauty-signal fraction and of the muon-level cross sections. The ALICE
forward muon spectrometer is not equipped to discriminate b-decay muons from the
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Figure 6.322. Signal statistics (dashed line, right scale), signal purity (solid line, left scale), and
significance for charm (a and c) and beauty (b and d) decay muons.

background on the basis of their displacement from the collision vertex. The fraction of beauty
signal is, instead, determined from a simultaneous analysis of the dimuon mass spectra and
of the single-muon pt distribution, after applying a cut on the minimum muon transverse
momentum. As seen in the previous paragraph, the cut pµt > 1.5 GeV/c is sufficient to
maximize the beauty signal significance over the entire dimuon mass range. In order to
evaluate the relative abundances of the beauty and charm signals, we perform a combined
fit of the low-mass and high-mass dimuon mass spectra and of the single muons distribution.
We use the beauty and charm mass and pt shapes obtained from PYTHIA (with the tuning
described in Section 6.6.3.4), with the amplitudesAbeauty andAcharm as fit parameters. Indeed,
there is only one free parameter in the fit (namely, the ratio Acharm/Abeauty ). In fact, since
the background-subtracted mass distributions are the sum of the charm and beauty signals,
the amplitudes Acharm and Abeauty cannot be varied independently. This is true for the single
muons as well, since the third component, π/K decays, is assumed to be known from
measurements of π/K production in the ALICE central barrel (in Section 6.6.8.4 we provide
an estimate of the systematic error due to the uncertainty in the normalization of the the decay
component).

Figure 6.324 shows the opposite-sign dimuon mass spectra before (top panels) and after
(bottom panels) the subtraction of the combinatorial background. Since the background is
assumed to be subtracted using mixed events, the absolute statistical errors after subtraction
are those of the total, unsubtracted, spectra. The result of the fit is also shown (bottom panels).
In the high-mass region, where the beauty and charm components have similar shapes, the
amplitude of the latter has been fixed to the value fitted in the low-mass region, where the
shapes are different.
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Figure 6.323. Signal statistics (dashed line, right scale), signal purity (solid line, left scale), and
significance for opposite-sign muon pairs from beauty decays in the low-mass region (a and c) and
high-mass region (b and d).

The inclusive muon pt distribution in the range 1.5–20 GeV/c is shown in Fig. 6.325. The
pt-integrated beauty fraction resulting from the fit is about 0.223, while the main contributions
come from charm and π /K decays that have large yields at low pt.

The signal statistics Nbb and Nb for one month of data-taking are given in Tables 6.72
and 6.73. The relative statistical errors are calculated as fbb

√
Nµ+µ−/Nbb for dimuons and

(Nb/Nµ)
√

Nµ/Nb for single muons.
After having determined, from the fitted b and bb̄ fractions, the number of beauty events

in the three data samples, these numbers can be converted into cross sections by dividing by
the integrated luminosity and by the global efficiencies ε (given in Table 6.71):

σµ =
Nb (Nbb)∫
L dt

×
1

ε
, (6.140)

where Nb (Nbb) is the number of beauty events, as extracted from the fit, in a given single-
muon pt bin or in the low- (high-) mass region for dimuons.

Extraction of the B-level cross section. The Monte Carlo based method described
in Section 6.6.7.6 can be employed to extract, from the muon-level cross section, a
cross section for B mesons in −4< y <−2.5 as a function of pmin

t . The two dimuon
samples, low-mass and high-mass, give two measurement points for pmin

t = 2.05 GeV/c
and 2.85 GeV/c, respectively. The pt-binned single muons in the range 1.5–20 GeV/c
provide several measurements in the B meson pmin

t range 1.25–22 GeV/c. The resulting
σB(pt > pmin

t )|−4<y<−2.5 vs. pmin
t , per nucleon–nucleon collision, is shown in Fig. 6.326.
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Figure 6.324. Invariant mass distributions of µ+µ− pairs produced in 5% most central Pb–Pb
collisions at 5.5 TeV in the low-mass (left panels) and high-mass regions (right panels). A
pµt > 1.5 GeV/c cut was applied. Statistics corresponds to one month of data taking (106 s). Top
panels show the contribution of the combinatorial background (solid line) including the correlated
signal (dotted line) made of a muon pair originating from the decay of the same initial heavy-
quark pair. Background-subtracted mass spectra are presented in bottom panels. Charm and beauty
signals are shown separately.
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collisions at 5.5 TeV. Statistics corresponds to one month of data taking (106 s).
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Table 6.72. Fitted dimuon beauty fractions in the low- and high-mass regions, and corresponding
beauty statistics and statistical errors.

Mµ+µ− (GeV) fbb Nbb Relative statistical error

0.3–5 0.835 41 461 1.91%
5–20 0.822 6 983 1.86%

Table 6.73. Beauty statistics as a function of pµt in the inclusive single-muon data set.

pµt (GeV/c) Nb Relative statistical error

1.5–2.0 2 245 770 0.03%
2.0–2.5 1 516 447 0.04%
2.5–3.0 956 174 0.06%
3.0–4.0 951 659 0.07%
4.0–5.0 370 545 0.13%
5.0–6.0 155 667 0.20%
6.0–9.0 124 640 0.23%
9.0–12.0 19 910 0.60%

12.0–15.0 4 759 1.26%
15.0–20.0 1 875 2.06%
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Figure 6.326. Minimum-pt-differential production cross section per nucleon–nucleon collision
for B mesons with −4< y <−2.5 in 5% most central Pb–Pb collisions, as extracted from low-
mass (BDsame) and high-mass dimuons (BBdiff), and from single muons. One month of data taking
is assumed. Statistical errors (very small) are shown. Also shown (solid line) the input cross section
used in our simulation.

6.6.8.4. Estimation of the main systematic uncertainties. Systematic uncertainties enter both
the calculation of the muon-level cross sections σµ and of the conversion factor Fµ→B for the
extraction of the B-level cross section (see Eq. (6.139)). Here, we only discuss the systematic
uncertainties on the b-decay single-muon cross sections (the study of the systematic errors for
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Table 6.74. Systematic errors on b-decay muons in the single-muon data set.

pµt (GeV/c) fit detector total π /K cross section total
procedure effects pt-dep. decay normalization pt-indep.

1.5–2.0 4% 10% 11%
2.0–2.5 4% 10% 11%
2.5–3.0 3% 10% 10%
3.0–4.0 3% 10% 10%
4.0–5.0 2% 10% 10% 4% 9% 10%
5.0–6.0 2% 10% 10%
6.0–9.0 3% 10% 10%
9.0–12.0 4% 10% 11%

12.0–15.0 8% 10% 13%
15.0–20.0 12% 10% 16%

dimuons is still under study). The main error sources are expected to be the following:

• Error introduced in the corrections for detector acceptance and efficiency. As done for the
D0

→ K−π+ and B → e cases, for present analysis we assume this error to be 10%; its
precise evaluation will be addressed in future studies.

• Error due to the estimation of the π /K decay component in single-muon sample. By varying
the normalization of this component by ±10%, we estimated a systematic error of 4% on
the amplitude of the beauty signal.

• Error introduced by the fit used to quantify the beauty fraction in the single-muon sample.
We estimated this contribution by changing the shape of the beauty signal used in the
fit, according to different choices of the parameters used in the pQCD calculation of
bb̄ production and of the strength of nuclear shadowing. The resulting error, shown in
Table 6.74, increases from about ±4% at low pµt to about ±12% for pµt > 15 GeV/c.

• Error on the normalization to one nucleon–nucleon collision of the cross section measured
in nucleus–nucleus collisions in a given centrality range. As discussed in Section 6.6.4.8
this error is estimated to be of about 9% for central Pb–Pb collisions (5% σ inel).

The estimated systematic errors, summarized in Table 6.74, were propagated to the
minimum-pt-differential B meson production cross section per nucleon–nucleon collision,
shown in Fig. 6.327. As discussed in Section 6.6.7.6, the additional systematic error
introduced by the factor Fµ→B is expected to be smaller than 5% and, thus, negligible with
respect to the other systematic uncertainties.

6.6.9. Outlook: ongoing studies and future directions. In this section, we shortly describe
some of the most relevant currently ongoing studies related to the detection of heavy-flavour
particles:

• reconstruction of hadronic decays of charged charm mesons (D+
→ K−π+π+);

• optimization of the selection of charm mesons using a pattern classification method;
• possible reconstruction of beauty decay vertices;
• charm detection at large rapidity using muons;
• detection of electron–muon coincidences;
• measurement of secondary J/ψ’s from B meson decays;
• beauty production measurement via multi-muon coincidences;
• detection of high-pt muons from W boson decays (which can be used as a medium-

insensitive reference to study nuclear modifications to QCD probes).



ALICE: Physics Performance Report, Volume II 1839

 (GeV/c)min
t

B p
0 5 10 15 20 25

 (GeV/c)min
t

B p
0 5 10 15 20 25

 )
 (

m
b

)
m

in
t

 p≥
B t

 (
p

N
N

B σ

-510

-410

-310

-210

-110

Figure 6.327. Minimum-pt-differential production cross section per nucleon–nucleon collision
for B mesons with −4< y <−2.5 in central Pb–Pb collisions, as extracted from the single-muon
data set. One month of data taking is assumed. Statistical errors (inner bars) and pt-dependent
systematic errors (outer bars) are shown. A normalization error of 10% is not shown.

6.6.9.1. D+ hadronic decays. A feasibility study for the reconstruction of charged D mesons
produced in Pb–Pb and pp collisions is presently in progress.

The estimated number of D+ mesons in a 5% central event is ' 4 in |y|< 1 (see
Table 6.55 on page 1782), about 1% of which come from beauty meson decays. With respect
to the benchmark channel D0

→ K−π+, discussed in Section 6.6.4, D+ mesons have a longer
average decay length (cτ ' 312µm, compared to 123µm for the D0) and the decay channel
D+

→ K−π+π+, which is the most promising from an experimental point of view, has a larger
branching ratio with respect to D0

→ K−π+ (9.2% compared to 3.8%). On the other hand, the
combinatorial background for this three-body channel is significantly larger and, in addition,
the average transverse momentum of the decay products is smaller (' 0.7 GeV/c compared
to ' 1 GeV/c).

The selection strategy for this decay is now under study and it is rather similar to
that used for D0

→ K−π+. It is based on two sets of cuts, before and after the secondary
vertex reconstruction. Since the number of all possible combinations of three tracks in a
background event is of the order of 1010, a first set of cuts on the single tracks is needed
before attempting to reconstruct the vertices. The selection can be done on the track impact
parameter, on the transverse momentum and on the particle identification information. Tracks
are then grouped requiring a correct combination of signs with an additional requirement
on the invariant mass and passed to the vertexing algorithm. The algorithm currently under
development is based on the method used to find the primary vertex in pp collisions; it finds
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Figure 6.328. Left: resolution on the three coordinates (x, y, z) of the position of the D+ decay
vertex, as a function of the transverse momentum of the D+. Right: the same resolution but on the
three coordinates (x ′, y′, z), where (x ′, y′) are directed respectively along and orthogonal to the
D+ flight direction in the transverse plane.

the point of minimum distance in space to the three decay tracks approximated as straight
lines. Figure 6.328 shows the expected resolution on the position of the D+ secondary vertex.
A second selection is applied on the candidate vertices. The most promising cuts to be
used are: the dispersion of the vertices (i.e. the sum of the squares of the distances of the
secondary vertex from the three tracks), the cosine of the pointing angle between the D+ flight
direction and momentum, and the separation of the secondary vertex from the interaction
point.

6.6.9.2. Perspectives for improving the D meson selection performance using a pattern
classification method for cut-tuning. The study of heavy-flavour particles suffer from their
low production rate and from the dominant combinatorial background. We are studying the
possibility to improve the signal/background discrimination, with respect to the approach
presented in Section 6.6.4, by the use of a pattern classification method. These methods
are meant to optimise the selection cuts such that they best select the signal and reject the
background. Many of them also transform the n-dimensional space of the cut variables to
a one-dimensional space, and hence reduce the cut-tuning process to finding the optimum
of a function of only one variable. They therefore provide optimised selection cuts very
rapidly.

Linear Discriminant Analysis (LDA) is one such method, which has the advantages of
being simple and of having few parameters to be tuned. Its basic version consists in applying
a cut along a linear combination of the variables, rather than on each of these variables
separately. A better discrimination between signal and background is reached, and only one
cut value, instead of n, has to be varied for the cut-tuning. The basic LDA method has been
successfully adapted to the low signal-to-background ratio environments of the topological
reconstruction of particles decaying weakly in heavy-ion collisions. Details about the method
can be found in Ref. [854]. Preliminary studies for the D0

→ K−π+ channel show that a
higher significance is obtained with LDA, while only little time has been dedicated to its
cut-tuning.

LDA can also be used for the topological reconstruction of D+, D+
s or 3+

c particles, as
well as for the multi-strange baryons 4− and �−. Improvements could also be obtained in
specific areas such as low or high transverse momenta, where even the strange baryons are
not easily observed with significant statistics.
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6.6.9.3. Reconstruction of beauty decay vertices. The study of the ALICE performance for
beauty detection in the central barrel presented here relies on the measurement of single
electron tracks displaced from the primary vertex. A strategy based on the reconstruction of
beauty decay vertices is currently under study. The knowledge of the vertex geometry provides
additional information on the momentum of the parent particle and further constraints to be
used for background rejection.

6.6.9.4. Measurement of charm production in the muon spectrometer. In this chapter we
have discussed the ALICE capability for the measurement of beauty production in central
Pb–Pb collisions via the detection of semi-muonic decays in the muon arm. A measurement
of open charm in the muon arm would also be of primary importance, both in its own
right, and as a reference to understand possible modifications of J/ψ production. While open
beauty dimuons will dominate the high-mass high-pt region, charm dimuons will mostly
be produced in the low-mass low-pt region where we also expect a large combinatorial
background, making charm detection a more complicated business. A dedicated detection
strategy is currently under investigation. The main challenge will be to maximize the charm
signal-to-background ratio isolating the optimal phase space window with an appropriate set
of kinematic cuts.

6.6.9.5. Charm and beauty detection via e–µ coincidences. The cc̄ and bb̄ production
cross sections could be measured in ALICE from unlike-sign electron–muon pairs where
the electron is identified in the central barrel (|η|< 0.9) and the muon is detected in
the forward muon spectrometer (−4< η <−2.5). The e–µ channel is the only leptonic
channel that gives a direct access to the correlated component of the cc̄ and bb̄ pairs.
Indeed, in contrast to e+e− and µ+µ− channels, neither a resonance, nor direct dilepton
production, nor thermal production can produce correlated e–µ pairs. Within ALICE, the
e–µ channel has the additional advantage that the rapidity distribution of the corresponding
signal extends from yQ Q ' −1 to yQ Q ' −3, therefore bridging the acceptances of the
central and the forward parts of the detector [799]. Electron–muon coincidences have already
been successfully measured in pp collisions at

√
s = 60 GeV [855] and in proton–nucleon

collisions at
√

s = 29 GeV [856]. Fast simulation studies indicate that it should be
possible to measure the correlated e–µ signal in ALICE after appropriate background
subtraction [857].

6.6.9.6. Measurement of J/ψ’s from B meson decays. B mesons decay into J/ψ mesons with
a branching ratio of about 1%. Since B mesons are produced by a factor of 5 more abundantly
than J/ψ mesons, and since direct J/ψ production might be further suppressed by QGP effects,
secondary J/ψ mesons are conceivably contributing a large fraction to the observable J/ψ
signal (see also Section 6.7).

The interest for developing a procedure to measure the production of secondary J/ψ’s is
clearly two-fold. First, they will provide a sensitive measurement of the B meson production
cross section, complementary to the measurements described in Sections 6.6.7 and 6.6.8, that
use the semi-leptonic decay channel — B → J/ψ + X has become the standard decay channel
to study beauty production in pp collisions at the Tevatron. Second, the identification and
reconstruction of secondary J/ψ mesons is essential to investigate medium effects on primary
charmonia. This is particularly important for the pt dependence of the J/ψ signal, since J/ψ’s
from B meson decays exhibit a much harder transverse momentum spectrum than the primary
one. At large transverse momentum the ratio of primary to secondary J/ψ’s may grow as large
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Figure 6.329. Invariant mass distribution of pairs with displaced vertices (left panel) and distance
to primary vertex dependence of the J/ψ signal (right panel).

as 1/1. A trustworthy physics interpretation of the measured J/ψ production can clearly only
be given once the secondary contribution is quantitatively known.

The impact parameter measurement with the ITS and the particle identification by the
TPC/TRD allow us to reconstruct the vertex of all e+e− pairs. In Fig. 6.329 we present
the results of a fast simulation study with simple acceptance cuts and parametrized track
reconstruction resolutions. Gating on large transverse impact parameter, |d0|, enhances the
fraction of electrons from B meson decays and results in the e+e− invariant mass spectrum
shown in the left-hand panel of Fig. 6.329. A peak of secondary J/ψ’s is clearly visible
with a signal-to-background ratio of 3/1. Selecting pairs near the J/ψ mass peak gives rise
to the e+e− secondary-vertex displacement distribution shown in the right-hand panel of
Fig. 6.329. An exponential distribution is observed and will allow us to experimentally
establish the secondary J/ψ yield. Dedicated simulation studies, currently in progress, will
allow us to prepare an analysis procedure along the lines briefly discussed here, and to assess
the performance that can be reached.

6.6.9.7. Beauty production measurement via multi-muon coincidences. The ALICE muon
spectrometer identifies and measures muons in the kinematic region −4< η <−2.5 and
pt > 1 GeV/c. In addition to single-muons and dimuons (Section 6.6.8), multi-muons—three-
and four-muons—are a promising signature that can be exploited for the study of beauty
production.

In the low and intermediate transverse momentum region, beauty decays are the dominant
source of correlated 3(4)-muon events. In these events, at least one beauty hadron from
a bb̄ pair produced in the initial hard interaction decays through a chain decay b → c(→
µ+ X)+µ+ X ′ and the other one, or two, muons come from the semi-muonic decay of its
partner. The third muon tag can also be used to identify J/ψ’s produced in B decays. In this
case, the beauty hadron recoiling against the J/ψ reconstructed in the dimuon channel decays
semi-muonically.

This method works best for pp collisions, in which the contribution from uncorrelated
muons is small. The third muon tag reduces the statistics by a factor of five due to the
branching ratio and by another factor of five accounting for the acceptance of the third muon.
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Preliminary studies for pp collisions show that J/ψ’s from B decays can be identified with a
signal-to-background ratio of S/B ≈ 3 and a significance of S/

√
S + B = 80 for one year of

running. Beauty hadrons with almost zero transverse momentum can be identified. For central
Pb–Pb collisions we expect of the order of one muon with pt > 1 GeV/c per event leading to
a large rate of uncorrelated muon pairs. Under these conditions, the S/B ratio drops to about
3 × 10−3 and the significance for one year of running is as small as 1.5. Further studies will
show to which extent the method can be used in lower multiplicity collisions, as Ar–Ar and
peripheral Pb–Pb.

6.6.9.8. W production at the LHC studied in the muon decay channel. The high amount
of centre-of-mass energy available at the LHC will allow W bosons to be produced with
fairly large yields. These bosons have a decay branching ratio B R(W → µνµ)≈ 10.6% into
muons [409], which can be detected by the muon spectrometer of ALICE. In pp collisions,
W boson decay muons detected in the forward muon spectrometer will allow us to probe
quark parton distribution functions in the low Bjorken-x range, x ∼ 10−4–10−3, for large
Q2

∼ M2
W. In pA collisions, the production cross section may be sensitive to the nuclear

modification of quark distribution functions. In AA collisions, being weakly-interacting
probes, W bosons will not interact with the surrounding medium, hence they could provide a
reference for observing medium-induced effects on other probes, like energy loss of high-pt

b quarks.
Perturbative QCD calculations at NLO predict the W production cross section in

the muonic decay channel to be B R(W → µνµ)× σW ' 20.9 nb in pp collisions at
√

s = 14 TeV [858] and ' 280µb in Pb–Pb collisions at 5.5 TeV [859]. In a nominal pp
run (about 109 events), more than 5 × 105 W bosons decaying into muons will be produced
in ALICE, yielding ' 8.7 × 104 muons in the muon spectrometer acceptance. Those muons
will populate the high-pt part of the single muon spectra, above 25 GeV/c. The other
main muon contribution in this high-pt region comes from semi-leptonic decays of beauty
and charm mesons. For example, in pp collisions at

√
s = 14 TeV , W boson decays are

expected to yield about 70% of muons at pt ' 40 GeV/c, the remaining 30% being mainly
B decays.

Studies on the detection efficiency for such high-pt muons and on dedicated trigger
strategies are currently in progress.

6.7. Quarkonia production

6.7.1. General considerations. The study of quarkonia production in heavy ion collisions
represents one of the most powerful methods to probe the nature of the medium the fireball
is made of. In fact, as discussed in the theoretical overview on ALICE physics (see PPR
Volume I [3], Section 1.3.8), heavy quarkonia are sensitive to the collision dynamics at both
short and long timescales, and are expected to be sensitive to plasma formation.

These reasons represent a strong motivation for experimental studies of quarkonia
production, which have been (and are being) carried out both at SPS and RHIC energies.
The results obtained so far have provided relevant contributions to form a coherent picture of
the conditions achieved in the collisions.

The most complete set of data available at present is the one collected by the NA38/NA50
experiment at CERN SPS [860]. In this experiment, the charmonia (J/ψ and ψ ′) are detected
via their µ+µ− decay by a magnetic spectrometer with acceptance covering the c.m. rapidity
interval 0< ycm < 1. Measurements have been carried out with different colliding systems
and energies, from O–U and S–U (NA38), with a projectile energy of 200 GeV per nucleon,
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Figure 6.330. Left: J/ψ to Drell-Yan ratio R (defined as R = BµµσJ/ψ/σDY) as a function of
ET [860]. The solid curve represents the J/ψ suppression due to ordinary nuclear absorption.
Right: measured J/ψ to DY ratio R normalized to the one expected in case of nuclear absorption
as a function of the energy density.

to Pb–Pb (NA50) with a projectile energy of 158 GeV per nucleon. Moreover, besides
nucleus–nucleus collisions, proton–proton and p–nucleus interactions (with proton energy
as high as 450 GeV) have been studied in detail. It is important to stress that the latter
measurements have been of crucial importance for the interpretation of nucleus–nucleus data,
as it is discussed below. At SPS energies, the Drell-Yan yield (DY) can be experimentally
measured since it dominates the dimuon spectrum for masses above 4 GeV/c2 and therefore
has been used to normalize the charmonia yields. However, it is worth noting that the statistics
achievable for the DY process is poorer that the J/ψ one: this means that the error bars for the
J/ψ to DY ratio are dominated by the DY statistics.

The NA38/NA50 data collected with proton, Oxygen and Sulphur beams on several
targets show that the J/ψ yield is suppressed with respect to the DY one. Namely, the J/ψ
to DY ratio shows an exponential behaviour when plotted as a function of mean length of
nuclear matter crossed by the cc pair (the so-called L variable). This ‘normal’ suppression is
interpreted in terms of nuclear absorption of the cc pair prior to J/ψ formation.

The extrapolation to the Pb–Pb system of the normal suppression pattern observed with
lighter systems represents the baseline to which the Pb–Pb data can be compared. These data
are shown in the left panel of Fig. 6.330, where the J/ψ to DY ratio is plotted as a function of
the neutral transverse energy ET measured by the NA50 electromagnetic calorimeter over
the rapidity interval 1.1< ylab < 2.3. As seen in this figure, while the low ET data are
consistent with the normal suppression mechanism (solid curve), a departure from nuclear
absorption occurs above ET ∼ 40 GeV (corresponding to an impact parameter of about 8 fm),
where the data indicate a more pronounced suppression of the J/ψ (the so-called anomalous
suppression).

The deviation from genuine nuclear absorption is even more clearly visible in the right
panel of Fig. 6.330, where the ratio between the measured J/ψ to DY ratio and the one
expected to arise from nuclear absorption is plotted as a function of the energy density ε. The
use of this variable allows plotting in the same figure the data points measured for different
colliding systems. For nucleus–nucleus collisions, the energy density is obtained from the
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measured neutral transverse energy according to Bjorken’s model, while for p–nucleus data ε
is estimated by means of the RQMD cascade model (more details can be found in Ref. [861]).
From this figure it can be seen that the ratio is close to one for light systems and for peripheral
Pb–Pb collisions, while for more central Pb–Pb interactions (ε > 2.3 GeV fm−3) it becomes
smaller than one, showing a monotonic decrease as a function of ε. The existence of an
anomalous suppression mechanism is also confirmed by the analysis [860] carried out by
using as a centrality estimator the zero-degree energy (measured by the NA50 Zero-Degree
Calorimeter [862]) and the charged particle multiplicity (measured by the silicon multiplicity
detector [863]).

The data indicate that the departure from the normal absorption curve is setting in over
a rather narrow range of centrality values. This feature turns out to be in line with the
suppression pattern expected in case of deconfinement [864]. In this scenario, the ‘anomalous’
suppression is interpreted as the melting of χ c mesons, responsible for a sizeable fraction
(20 ÷ 40%) of the detected J/ψ via their radiative decay. Models alternative to deconfinement
have been proposed as well; most of them are based on the idea that the anomalous J/ψ
suppression is due to its breakup by interaction with comoving hadrons [865, 866].

Recently, lighter systems have been investigated at SPS: data on charmonium production
have been collected in indium–indium reactions by the NA60 Collaboration during Autumn,
2003. The NA60 apparatus [867] complements the muon spectrometer and the zero-degree
calorimeter previously used by NA50 with a completely redesigned target area, which
includes a vertex telescope made of 11 logical planes of radiation-hard pixel detectors placed
immediately downstream of the target and a cryogenic radiation-hard silicon beam tracker.
Preliminary results [868] on the J/ψ yield as a function of the number of participants
Npart reveal the presence of an anomalous suppression pattern similar to the one induced
by a percolation phase transition [869]: however, the model fails to reproduce the onset
of such suppression (Npart = 90 in the data, to be compared with Npart = 140 in the
model).

Where higher c.m. energies are available (RHIC and LHC), the study of charmonia
is subject to significant differences with respect to the SPS energies. In addition to
prompt charmonia produced directly via hard scattering, secondary charmonia can be
produced according to different mechanisms which might result in an enhancement instead
of a suppression of charmonium states. Secondary charmonium production can occur
both as a consequence of QGP formation (kinetic recombination [870] and statistical
hadronization [871–873] models) and during the hadronic phase (bottom decay [409] and
DD annihilation [874, 875]).

The experiment best suited for the study of quarkonia production at RHIC is PHENIX,
which has the capability of detecting charmonium both in the dielectron (−0.35< η <
0.35) and in the dimuon (−2.2< η <−1.2 and 1.2< η < 2.4) channels. The most recent
data [876] exhibit a factor three suppression for most central Au–Au collisions at

√
s =

200 GeV. Comparison with theoretical models suggests that, if on the one hand cold nuclear
absorption is not sufficient to reproduce the observed suppression, on the other hand
recombination/regeneration models seem to be needed in order not to overestimate the
suppression when extrapolating from CERN experiments. Unfortunately, the statistics of the
present Au–Au data sample is not sufficient to strongly discriminate between the production
models cited above.

At LHC, the much higher energy offers the possibility of measuring with ‘significant’
statistics the bottomonium yields thus providing an additional probe for QGP studies. In
fact, since the ϒ(1S) dissolves only significantly above the critical temperature [877],
at a value which should not be reached at RHIC, the spectroscopy of the ϒ family at
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LHC energies should reveal an unique set of information on the characteristics of the
QGP [878].

However, new problems arise in the study of charmonium production at LHC. First of
all, in the dense medium produced in a heavy ion reaction, energy loss of heavy quarks might
substantially modify the spectra of the decay particles (see [879] and references therein): this
implies that the study of onium production must be combined to the study of open heavy
flavours. Moreover, the choice of the reference process for the normalization of the quarkonia
signal is not obvious (see Section 6.7.1.4), and the fraction of J/ψ originated from B decay has
to be taken into account. Finally, the quarkonium signals will be sitting on top of a complex
combinatorial background, mainly coming from open charm and open bottom decay [880].

It is therefore obvious that a meaningful understanding of the QGP requires to perform
systematic investigations. Indeed, the signals have to be measured:

• as a function of centrality (to identify suppression/enhancement patterns);
• as a function of the size of the colliding system (to disentangle normal and anomalous

suppression);
• for all onium species (because their different survival probabilities probe the temperature

of the system);
• as a function of pt (to disentangle QGP models);
• together with open charm and open bottom (as discussed above);
• with good vertex resolution (to distinguish between prompt and secondary charmonia);
• versus the reaction plane (to unravel Glauber and comover absorption);
• together with other QGP signals.

This physics program should be achievable with the ALICE detector. Quarkonium states will
be identified in the dielectron and the dimuon channels respectively in the central and in the
forward region [881]. Open charm and bottom will be measured in the hadronic and semi-
leptonic decay channels of heavy mesons.

6.7.1.1. Quarkonia detection in ALICE. Heavy quarkonia will be detected in ALICE both
in the dielectron (at midrapidity) and in the dimuon channel (in the forward region). The
key detectors for this study are the Transition Radiation Detector (TRD), which allows to
identify electrons among the particles tracked by the Inner Tracking System (ITS) and the
Time Projection Chamber (TPC), and the Forward Muon Spectrometer. The characteristics
of these detectors relevant for heavy quarkonia measurements are summarized in Table 6.75;
more details can be found in Sections 3.6 and 3.11 of PPR Volume I [3] and references therein.
The two different sets of equipment will allow a comprehensive and detailed investigations
on heavy quarkonia production thanks to their complementary performance and capabilities,
briefly outlined here.

Rapidity and x range. It is important noting that, in the global ALICE coordinate system
(outlined in Section 5.1) the z axis is oriented in the direction opposite to the one of the Muon
Spectrometer. This means that the Muon Spectrometer lies at negative z values. However, for
the sake of readability, in this chapter the orientation of the z axis is reverted. Therefore, in
this reference system, the angular acceptance of the Muon Spectrometer is 2◦ < θ < 9◦, and
the corresponding rapidities are positive.

The rapidity acceptances of the TRD and of the Muon Spectrometer are given in
Table 6.75. The acceptances seat at the centre and at the edge (respectively) of the
rapidity plateau characteristic of quarkonia production (see Section 6.7.1.2). The combined
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Table 6.75. Acceptance coverage for dileptons in the ALICE experiment. The x ranges are given
for Pb–Pb at

√
s = 5.5 TeV per nucleon pair.

State y range x range min. pt Prompt
(triggerable) vs. sec. J/ψ

Electron J/ψ −0.96 y 60.9 2.3×10−4 6 x1,2 6 1.4 × 10−3 5 GeV/c Yes
ϒ −0.96 y 6 0.9 7.0 × 10−4 6 x1,2 6 4.2 × 10−3 0

Muon J/ψ 2.56 y < 4.0 7.0×10−3 6 x1 6 3.1 × 10−2 0 No
1.0×10−5 6 x2 6 4.6 × 10−5

ϒ 2.56 y < 4.0 2.1×10−2 6 x1 6 9.3 × 10−2 0
3.1×10−5 6 x2 6 1.4 × 10−4

measurements at central and forward rapidities allow the study of the rapidity dependence
of the enhancement/suppression patterns of heavy quarkonia production, providing a deeper
understanding of the underlying physics mechanisms. The rapidity windows covered by
the two detectors correspond to different x ranges, where x is the fraction of the nucleon
momentum carried by the interacting parton. These ranges were computed for Pb–Pb
collisions at

√
s = 5.5 TeV per nucleon pair (for details see [828]) and are listed in Table 6.75:

we use the convention of indicating with x1 (x2) the x variable relative to the beam particle
moving in the direction of the Muon Spectrometer (opposite to the Muon Spectrometer, i.e.
towards the Photon Multiplicity Detector). While the TRD covers the region x ∼ 10−3, the
forward acceptance of the Muon Spectrometer makes x values as small as 10−5 accessible to
this detector. This means that ALICE will be able to measure quarkonia production in two
complementary regions of x , providing an additional insight to PDFs and their modifications
in nuclei.

Transverse momentum range. Both the TRD and the Muon Spectrometer are equipped
with a trigger system to select events of interest containing, for instance, a lepton pair from
quarkonia decay amongst all possible background sources. Since most of the background is
due to leptons of low transverse momentum, a pt cut is applied at the trigger level to each
individual electron (muon) detected in the TRD (Muon Spectrometer). The relatively high
value of the pt trigger cut (3 GeV/c) applied to single electrons prevents the detection of
charmonia with transverse momentum lower than 5 GeV/c in the TRD if events are taken with
the TRD-L1 trigger condition. In the case of central Pb–Pb events, the online trigger is not
effective, due to the high multiplicity of background tracks, so that in this case the acceptance
extends to pt = 0. The trigger, however, will be important in the case of low multiplicity events
(e.g. pp), especially for the measurement of the ϒ-family.

For the Muon Spectrometer, the modest pt cut of 1 GeV/c (2 GeV/c) applied to single
muons allows charmonia (bottomonia) detection down to zero transverse momentum.

Prompt and secondary J/ψ . The excellent vertexing capabilities of the ALICE barrel
detectors can be used in conjunction with electron identification in the TRD to discriminate
prompt from secondary J/ψ originating from B decay. The latter are in fact produced at large
distances from the primary vertex and can therefore be selected by identifying e+e− pairs
with displaced vertex. Since the ITS does not cover the forward rapidity region, this method
cannot be applied to the J/ψ detected in the Muon Spectrometer. In this case, the yield of
prompt J/ψ’s can be determined only indirectly, by subtracting from the measured yield the
one expected from B decay. The latter can be inferred from the open beauty measurements
carried out with the Muon Spectrometer and reported in Chapter 6.6.
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Table 6.76. Inclusive lepton pair cross sections as obtained from CEM (see text) for pp and
minimum bias Pb–Pb collisions. All cross sections are in µb.

System
√

s (TeV) σJ/ψ σψ ′ σϒ σϒ ′ σϒ ′′

pp 14 3.18 0.057 0.028 0.0069 0.0041
pp 5.5 1.83 0.033 0.012 0.0030 0.0018
Pb–Pb 5.5 48930 879 420 109 61

6.7.1.2. Simulation inputs

Heavy quarkonia. Extrapolations from measured J/ψ and ϒ production cross sections to
LHC energies have been performed using the Colour Evaporation Model (CEM) [882]. In this
model the transition of a qq̄ pair into a colour singlet quarkonium state is performed by soft
interactions at the QCD energy scale (O(3QCD)). The production cross section is calculated
as a product of the qq̄ cross section and a transition probability which is specific to each state
but independent of the energy. It can be computed from measured production cross sections
and branching ratios. The obtained cross sections are the sum of direct production and feed-
down from higher-mass resonances below the DD and BB thresholds. The qq̄ production cross
section depends on the chosen parton density function (PDF), the heavy quark mass (mq) and
the factorization scale (µ).

For bottomonium production, the pp cross sections used in the studies presented here are
obtained with the MRST HO PDF, mb = 4.5 GeV/c2 and µ= 2mb [828]. With this choice of
the parameters, the CEM predictions turn out to be in agreement with the experimental data
at Tevatron energies, allowing a safe extrapolation to LHC energies.

The situation for charmonium production is rather different. In fact, the CEM predictions
with the same PDF (and with mc = 1.2 GeV/c2 andµ= 2mc [828]), while being in reasonable
agreement with total cross section data up to

√
s ≈ 100 GeV, turn out to be smaller than the

recent midrapidity data at Tevatron by about a factor of two (we note that varying the CEM
input parameters cross sections up to 20% higher and 30% lower can be obtained). Therefore,
the charmonium cross sections used in this study represent a very conservative choice and
the rates and yields presented in the following have to be regarded as a rather pessimistic
estimate. The resulting inclusive lepton pair cross sections for pp collisions used are listed in
Table 6.76. These cross sections include feed-down from resonances of higher mass and the
branching ratios in the dilepton channel. (We note that, since quarkonia branching ratios in
the e+e− and µ+µ− channels are almost identical, these cross sections will be used both for
dielectron and dimuon studies.)

In addition to prompt J/ψ and ψ ′, also those from B decay are taken into account. These
cross sections (both at 5.5 and 14 TeV) have been obtained from the open beauty cross section
(see Section 6.6) using the B → J/ψ and B → ψ ′ branching ratios.

For A–A collisions, binary scaling (×A2) of the corresponding pp cross section is
performed and EKS98 nuclear modifications (shadowing) of the parton distribution functions
are taken into account [828]. The resulting inclusive lepton pair cross sections for Pb–Pb
collisions are shown in Table 6.76.

The rapidity and transverse momentum distributions for prompt production of the
different quarkonia states have been respectively obtained as a parameterization of the
CEM predictions and by extrapolating to LHC energies the J/ψ [883, 884] and ϒ [885]
pt distributions measured (at midrapidity) by the CDF experiment at

√
s ∼ 2 TeV. The

extrapolation of the pt distribution consists of three steps. First of all, the CDF pt distributions
for ϒ’s and prompt J/ψ’s are fitted with the function f (pt)= cpt/(1 + (pt/A)2)n . Then,
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Figure 6.331. Transverse momentum distributions for J/ψ (prompt and from B decay) and ϒ in
Pb–Pb collisions at

√
s = 5.5 TeV per nucleon pair . The relative normalization of the different

curves is arbitrary.

the resulting function is extrapolated to LHC energies according to the
√

s dependence of
〈p2

t 〉 predicted by the CEM [780]. Finally, the pt dependence of shadowing is taken into
account [828] to obtain the transverse momentum distributions for Pb–Pb collisions. These
distributions are shown in Fig. 6.331. For the J/ψ’s from B decay, PYTHIA has been used to
compute the rapidity and transverse momentum spectra. The latter is displayed in Fig. 6.331
(dashed line).

Open charm and beauty cross sections. In order to simulate correlated and uncorrelated
dimuon and dielectron pairs from semileptonic beauty and charm hadrons we use the heavy
flavour MC production and cross sections described in Section 6.6. The decays are performed
using PYTHIA.

Muons from kaon and pion decays. An important source of uncorrelated dimuon background
in the low-mass region comes from charged pion and kaon decays. The pseudo-rapidity and
transverse momentum distributions of these particles have been generated using HIJING [42],
as described in Section 6.6. The decay-in-flight has been simulated assuming a decay length
of 1.3 m, which corresponds to the distance from the absorber to the interaction region plus
one nuclear interaction length in carbon. A small fraction of muons with η > 3.8 does not
enter the absorber through the front-face but through the beam pipe inside the absorber. For
these a corresponding longer decay length is assumed.

Muons can be produced also after the first hadronic interaction in the absorber (secondary
π/K decays). However, these muons have substantially lower transverse momenta and are in
general not pointing to the interaction vertex. Their contribution has been estimated to be
<10% for a 1 GeV/c transverse momentum cut and 2 σ vertex pointing cut [886]. The vertex
cut helps also to reduce the number of muons (with pt > 1 GeV/c) from primary π/K decays
by about 30 per cent.

Electron background from misidentified hadrons. The dielectron invariant mass spectra
contain, in the lower mass region, a substantial background that results from charged pions
and kaons, misidentified as electrons. To include this background in the simulations a realistic
parameterization of the underlying hadronic event has to be provided. For this purpose, the
parametrized HIJING event generator [42] is used, whose event multiplicity is adjusted to the
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corresponding event centrality. An additional source of background is represented by electrons
and positrons from the conversion of photons from π0 decays. However, initial investigations,
using fully simulated and reconstructed events, showed that they contribute only marginally
to the tracks reconstructed as main vertex tracks, due to the employed cut on the impact
parameter at the main vertex. Therefore, this contribution is neglected in the study presented
here, but might need to be re-evaluated in more detail in view of further studies.

6.7.1.3. Centrality measurements. The experimental work carried out at the SPS and RHIC
has shown that a study of quarkonia yields as a function of the centrality (or as a function of
variables related to the centrality) is necessary to understand the suppression pattern of heavy
quarkonia in heavy-ion collisions. In addition, at LHC energies the suppression from QGP
might be hidden (at least for the J/ψ ) by the enhancement due to the different mechanisms
previously discussed. A careful analysis of the quarkonia yields as a function of centrality is
therefore crucial to disentangle the different effects.

It is worth noting that QGP formation is expected to lead to sizeable modifications of
the quarkonia yields as a function of the centrality (i.e. the effects to be observed should
not be small). For the J/ψ , already at SPS energies the yield is reduced by about 40% in
central collisions Pb–Pb due to the ‘anomalous’ suppression mechanism (see Fig. 6.330);
at RHIC, preliminary PHENIX results show that the suppression in central Au–Au collisions
with respect to pp data can be as large as a factor 3. At LHC, thanks to the higher temperatures
and energy densities reached in the collision, prompt J/ψ’s are expected to be almost fully
suppressed in central collisions. Also the J/ψ enhancement due to kinetic recombination [870]
or statistical hadronization [871, 873] is expected to be large. In fact, with respect to the
scenarii without any suppression, charmonium yields at least two or three times larger are
predicted by both models for central Pb–Pb collisions [828]. For the ϒ , the amount of
suppression predicted by QGP-inspired calculations is more sensitive to the specific choice of
the input parameters. However, Section 6.7.2.5 illustrates that, for dissociation temperatures
of the order of 500 MeV, ϒ production in central Pb–Pb collisions turns out to be sizeably
suppressed. The situation can be different if much higher dissociation temperatures are
considered. In this case [887], only ϒ’s coming from ϒ ′ and ϒ ′′ decays are expected to be
suppressed. On the other hand, recombination-regeneration mechanisms should play a minor
role for the ϒ family [888].

For the dimuon channel, the centrality studies (both for ϒ and J/ψ families) have been
carried out by using the information provided by the Zero-Degree Calorimeters (ZDC) [889].
The resolution of the ZDC system (see Section 6.1) allows the establishment of up to 10
centrality classes for Pb–Pb collisions. In fact, a significantly larger number of bins would
lead to a bin width comparable to (or even smaller than) the experimental resolution on the
centrality variable, implying that a large fraction of the events assigned to a given centrality bin
actually belongs to another bin. One of the relevant consequences is that (potential) threshold-
like behaviours in the quarkonia yields are, at least to some extent, smeared out.

The constraints on the maximum number of bins for the centrality study imposed by the
ZDCs are not severe for the ϒ family since, in any case, a much higher number of bins cannot
be envisaged because of the limited statistics expected (see Section 6.7.2.4). The situation is
different for the J/ψ , where a much more abundant statistics will be achieved. In this case,
more centrality bins can be foreseen, however implying a lower purity of each centrality class.

6.7.1.4. Signal normalization. The normalization of the signals is a crucial issue when using
heavy quarkonia to probe the QGP. Conceivably, in order to extract relevant information
on the survival probability of a given quarkonia species in the QGP, the measured yield of
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this species must be compared to a reference signal which is not affected by a modification
of the nature of the medium. As discussed in Section 6.7.1, at SPS energies, the reference
signal for J/ψ production studies is the high mass dilepton continuum which is assumed to
originate exclusively from the Drell-Yan process. Such a normalization is not conceivable at
LHC energies because the Drell-Yan signal is predicted to be entirely drowned into dileptons
from semi-leptonic decay of open charm and open beauty [890] even when assuming energy
loss of heavy quarks [799, 891]. Drell-Yan might anyway be not well adapted for quarkonia
normalization purposes at the LHC because of different shadowing of the quark and the gluon
structure functions [826, 892]. As suggested in [893], the CMS collaboration plans to use
the Z0 boson as a reference signal against the ϒ production in heavy ion collisions [894].
Moreover, as already discussed in Section 6.6, W bosons can be detected in ALICE Muon
Spectrometer and could serve as a reference. These normalizations may however not be very
suitable because of the different production mechanisms and the large difference in mass
between the ϒ and the vector bosons W and Z0, which probably implies a different influence
of the nuclear effects [859, 893]. In addition, the performance of the Muon Spectrometer for
Z0 detection still has to be investigated with detailed simulation studies.

Another type of normalization consists in using the open charm (bottom) cross section
as the reference signal for charm (bottom) bound states. This provides the most natural
normalization since both signals arise from the same production mechanism. One should
mention that the use of open charm (bottom) as a reference signal for studying the properties of
the QGP via charmonium (bottomonium) suppression should be done carefully. Indeed, charm
thermal production cross section could be dramatically enhanced in a QGP with a relatively
high temperature [895–897]. Then, shadowing and/or quenching effects might change the
momentum distribution of heavy quarks (charm quarks may lose up to 40% of their energy
when propagating in the QGP at the LHC [898]). Recent data [899] show that indeed a
sizeable suppression of high pt heavy quarks already occurs at RHIC energies in central
Au–Au collisions. The reference signal could therefore be sensitive, like the J/ψ (ϒ) yield,
to the characteristics of the QGP. Such a correlation between signal and reference would
obviously bias the interpretations. We stress that, in addition to the possible use of open
charm (bottom) for normalization purposes, a systematic comparison of the yields of open
and hidden charm (bottom) as a function of centrality is essential to disentangle prompt and
secondarily produced quarkonia.

An alternative approach is represented by the minimum-bias method, which has been
extensively used by the NA50 Collaboration [900, 901]. The starting point is represented
by the measured differential distribution dσp/dc, where σp is the production cross section of
a given quarkonium state (integrated over the detector acceptance) and c is any centrality
variable. The distribution dσp/dc can be written as Yp(c)× dσinc/dc, where the inclusive
distribution dσinc/dc carries the probability that the collision occurs at a given centrality
and Yp(c) is the number (yield) of quarkonia produced per nucleus–nucleus collision at this
centrality. This yield can be determined if the inclusive distribution is measured:

Yp(c)=
dσp

dc

/
dσinc

dc
.

This basic physical quantity can be presented as a function of the impact parameter (estimated
from the centrality variable), allowing a direct comparison with any theoretical model. For
instance, with heavy quarkonia production via hard scattering, Yp is expected to scale as the
number of nucleon–nucleon collisions. It is important to underline that this method can be
applied not only to heavy quarkonia, but also to any other process of interest in the continuum
part of the dilepton spectrum. Finally, we note that one possible drawback of this method,
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using the centrality distribution of the inclusive cross section, is the need to control the
centrality dependence of the efficiency for dimuon or dielectron measurements, which adds
some systematic uncertainty to the results.

The method of normalizing quarkonia yields to a different reference process is of course
useful (for instance, most of systematic errors cancel out), but not mandatory. In fact, a
different approach is adopted by the PHENIX collaboration, which decided to compare J/ψ
data in A–A collisions to pp ones.

Such a comparison is carried out with the RAA ratio, which can be written as

RAA(c)=
σ

pp
inel

σ
pp
J/ψ

·
NAA

J/ψ (c)

Nbinary(c)
,

where σ pp
inel and σ pp

J/ψ are the inelastic cross section and the measured cross section for J/ψ
production in pp collisions, respectively; NAA

J/ψ (c) is the measured number of J/ψ’s per A–A
collision at centrality c and Nbinary(c) is the number of binary collisions for the same centrality.

If no nuclear effect (shadowing) and suppression/enhancement mechanism are present,
one expects RAA(c)= 1 for all centralities. Values that are larger (smaller) than one indicate
that shadowing and suppression (enhancement) are the dominant processes. pA or dA data
are useful to disentangle cold nuclear matter effects (shadowing and normal absorption) from
suppression/enhancement due to the medium produced in the heavy ion collision.

It is interesting to note that the choice made by the PHENIX Collaboration is to take data
for pp, dA and A–A collision at the same nucleon–nucleon c.m. energy (200 GeV). This is
indeed the optimum situation for two reasons. The first one is that, since the energy is the
same for all the collision systems, RAA ratios can be directly computed without any energy
scaling of the measured cross sections (which represents a potential source of systematic
errors). The second one is represented by the fact that dA collisions offer the advantage of a
smaller rapidity shift compared to pA. This means that (for the same N–N c.m. energy) the x
region explored in pp and and A–A is much closer to the dA than to the pA one, allowing a
more direct comparison of the data for the different systems.

Finally, we note that the option of presenting quarkonia yields without any normalization
has been recently adopted by the NA60 Collaboration. This choice, driven by the limited
statistics of the reference process (Drell-Yan) is interesting (by computing ratios, a part of the
information is no longer available), but it requires a very careful examination of systematic
errors.

6.7.2. Quarkonia detection in the dimuon channel: Pb–Pb collisions. A study of the Physics
performance of the ALICE Muon Spectrometer in the field of heavy quarkonia detection has
been carried out in the ‘fast simulation’ approach. The simulation tool is discussed in this
section and the simulation results are presented.

6.7.2.1. Simulation techniques. The evaluation of the detector response to resonance decays
and to processes in the continuum of the invariant mass spectrum requires a huge amount of
computing time. This is particularly true for the second group of processes and in the presence
of background. The collection of adequate statistics is not affordable with the computing
facilities available today. To bypass this limitation, an alternative approach has been chosen.
This ‘fast simulation’ method consists of two main components: one is aimed at reproducing
the spectrometer response to single muons, the second one at simulating the muon continuum.
Both issues are briefly discussed below.

The fast simulation of the Muon Spectrometer is based on the parametrization of the
response of the whole detector at the single muon level. Given a muon of momentum p



ALICE: Physics Performance Report, Volume II 1853

generated at the interaction point at polar and azimuthal angles θ and ϕ, the fast simulation
applies the smearing of the apparatus and gives the reconstructed p′, θ ′ and ϕ′ together with
the detection probability pdet for that muon. This last term is the product of three factors giving
the probability for that muon to satisfy the acceptance (pacc), reconstruction (prec) and trigger
(ptrig) requirements.

The acceptance probability (pacc), the reconstruction efficiency (prec) and the smearing
functions have been calculated and parametrized in a three-dimensional grid of 10 × 10 ×

10 cells, with 0< p < 200 GeV/c, 2◦ < θ < 9◦ and −180◦ < ϕ < 180◦. To evaluate these
quantities, for each cell a number of positive, single muon tracks were generated and then
reconstructed (the number of reconstructed events in each cell ranges from 1000 to 10000,
depending on detector acceptance). The acceptance (i.e. ‘traceable track’) requirement is
fulfilled when the track crosses the active regions of at least three trigger chambers, three
tracking chambers of stations 4 and 5 and one out of two chambers for each of first three
tracking stations. The reconstruction has been carried out with a fast method where the
estimation of the impact point of the track on the tracking chambers is performed using a
parametrization of the residual distributions (obtained by means of the full simulation). The
latter has been checked to be consistent with the residual distributions measured in beam-tests
of the tracking chamber prototypes. This approach allows one to speed up the computation,
especially in the presence of background hits on the chambers due to particles generated in
interactions of primaries with the hadron absorber and the beam shielding.

Then, the kinematical parameters of the reconstructed track p′, θ ′ and ϕ′ have been
compared with those generated, and the differences 1p, 1θ and 1ϕ were evaluated.
Their distributions have been fitted; the former with an asymmetric function to account for
asymmetric energy-loss fluctuations in the front absorber (Landau tail), the other two with
Gaussian functions.

Then, for each cell the fit parameters (which contain the apparatus smearing), as well as
the acceptance and reconstruction probabilities (pacc and prec) have been stored in a table.

To take into account the evolution of background with the centrality of the collision, the
calculations have been performed with different background levels: no background (BKG 0),
half (BKG 0.5) and nominal (BKG 1) background (the latter includes a safety factor of two
with respect to the background level predicted by HIJING [42] for Pb–Pb central collisions).
In the presence of background an additional Gaussian component was added to the function
used to fit the 1p distributions, to account for the deterioration of the resolution due to
the background. The negatively charged muons were treated using the same parameters and
applying the transformation ϕ → −ϕ. For momenta above 200 GeV/c the parameters have
been extrapolated.

The last factor, i.e. the trigger probability (ptrig) has been evaluated after the factorization
of the detector acceptance (that is the basic requirement for the validation of the events). The
spectrometer phase space has been divided into 20 × 10 cells in the range −90◦ 6 ϕ 6 90◦ and
2◦ 6 θ 6 9◦. The low and high trigger pt cuts correspond to a transverse momentum of 1 and
2 GeV/c and will be used for J/ψ and ϒ selection, respectively. Due to the granularity of the
trigger detector and to the trigger algorithm, the pt cut is not sharp: the trigger probability has
then been studied as a function of pt, in the range 06 pt 6 10 GeV/c. The trigger response
for single µ+ has been computed while the response to single µ− was obtained with symmetry
arguments (as well as the trigger probability for muons generated in the other half-plane).

Fast muon continuum simulation. Uncorrelated muon pairs represent an important part of
the dimuon continuum. At low masses and transverse momenta they actually dominate. The
kinematics of these pairs is determined by the kinematics of the individual muons, i.e. pt,
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Table 6.77. Trigger, tracking and overall efficiency for ϒ and J/ψ as a function of the background
level (defined in the text) as obtained from the fast simulation. For comparison, the values obtained
with the full simulation are also reported in parentheses.

BKG 0 BKG 0.5 BKG 1

εtrig(%) 92 (92) 91 (91) 92 (91)
ϒ εtrack(%) 92 (97) 90 (94) 86 (91)

εall(%) 85 (89) 82 (86) 79 (83)

εtrig(%) 74 (72) 77 (76) 83 (83)
J/ψ εtrack(%) 86 (92) 84 (90) 79 (84)

εall(%) 64 (67) 64 (69) 66 (70)

η and φ. Obtaining the uncorrelated continuum from real events in which all muon sources
appear with frequencies proportional to their production cross section is difficult to achieve.
The steeply falling pt-spectra would require prohibitively long computing times to simulate
the high mass part of the spectrum.

Instead, we use a fast simulation technique in which muons are generated according to flat
pt-distributions. Pseudo-events are constructed using many muons, typically 106–108, each
muon carrying a weight proportional to its production probability per event. The statistical
weight of a muon pair is proportional to the product of the statistical weights of the two
muons. Combinations are formed between all muons of the pseudo-event. It can be shown that
this procedure is equivalent to a detailed simulation in the case of event-by-event fluctuations
of the number of muons proportional to the square-root of the mean-value. This condition
is fulfilled if independence between the sources can be assumed, i.e. Gaussian or Poisson
distribution of the number of muons per event.

6.7.2.2. Key results from the fast simulation. The simulation results presented in this
document have been obtained with the nominal field of the dipole magnet, equal to 0.7 T [3].
The fast simulation was tested comparing, for different background levels, the results for the
J/ψ andϒ resonances with those obtained with the full procedure. No significant discrepancy
was found. The trigger efficiency (εtrig) and the reconstruction efficiency in the tracking
system (εtrack) for J/ψ and ϒ obtained with the fast simulation at different background levels
are shown in Table 6.77, where they are compared with the corresponding values given by
the full simulation procedure. The efficiencies were computed by using as normalization
a sample of events in which the acceptance requirements (traceable track conditions, see
Section 6.7.2.1) are fulfilled by both the decay muons. The overall efficiency (εall), taking
into account both trigger and track reconstruction, is also shown in the same table.

Invariant mass spectra for a sample of J/ψ and ϒ resonances obtained with the fast
simulation are shown in Fig. 6.332. The distributions have been fitted with a Gaussian in the
region around the peak. The resulting mass resolutions for different background levels are
summarized in Table 6.78.

6.7.2.3. J/ψ and ϒ acceptance. The fast simulation has been used to evaluate the
acceptance of the Muon Spectrometer for heavy quarkonia. The acceptance has been
computed by generating the resonances according to the phase space distributions described in
Section 6.7.1.2 and by applying the acceptance requirements on single muons (traceable track
condition) described in Section 6.7.2.1. It is worth noting that by imposing this condition,
among other effects, the cutoff on muon momentum (about 4 GeV/c) due to the front absorber
and to the muon filter is taken into account.
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Figure 6.332. Invariant mass spectra obtained with the fast simulation for the J/ψ (upper row) and
the ϒ (lower row) with no background (left), half the nominal (centre) and nominal background
(right).

Table 6.78. Mass resolution from fast simulation for ϒ and J/ψ as a function of the background
level (defined in the text). For comparison, the values obtained with the full simulation are also
reported in parenthesis.

BKG 0 BKG 0.5 BKG 1

ϒ σ (MeV) 97 (99 ± 2) 108 (109 ± 2) 120 (115 ± 2)
J/ψ σ (MeV) 75 (72 ± 2) 76 (74 ± 2) 77 (70 ± 2)

The acceptances (defined as the ratio nacc(pt, y)/ngen(pt, y) between the number of
accepted and generated quarkonia at given pt and y) for J/ψ and ϒ are shown in the
left panels of Fig. 6.333. The ϒ acceptance is almost uniform in pt in the whole rapidity
range 2.5< y < 4.0, while the one for the J/ψ is significantly higher at large transverse
momenta.

The rapidity (transverse momentum) dependence of the acceptances for J/ψ and ϒ is
also visible in the central (right) panels of the same figure, where the acceptances ‘integrated’
over pt (y) are shown. These were computed as the ratios nacc(y)/ngen(y) (nacc(pt)/ngen(pt))
between the number of accepted and generated quarkonia at given y(pt). Together with these
acceptances, the corresponding ones obtained after applying the low (high) pt cut for J/ψ (ϒ)
also give an idea of the effects due to the trigger. As it can be seen, the trigger effects are
almost negligible for the ϒ , but not for the J/ψ .

Finally, the acceptances for J/ψ and ϒ have been ‘integrated’ over y and pt to get
the absolute (i.e. normalized to the full phase space) acceptance of the spectrometer. These
quantities were computed as the ratios between the number of accepted and generated
resonances over the full phase space (we note that the results for the ‘integrated’ acceptances
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Figure 6.333. Acceptance for J/ψ (up) and ϒ (bottom). The left panels show the acceptance as a
function of rapidity and transverse momentum. The middle (right) panels show the acceptances as
a function of rapidity (transverse momentum). To give an idea of the effect of the trigger, on the
middle and right panels the acceptances are shown without (solid histograms) and with (dashed
histograms) a sharp cut on the transverse momentum of single muons of 1 GeV/c (2 GeV/c) for
J/ψ (ϒ ).

Table 6.79. Integrated absolute (normalized to the full phase space) acceptance (in %) for J/ψ
and ϒ .

J/ψ ϒ

Integrated acceptance (%) 4.46 4.41

are to some extent sensitive to the quarkonia y and pt distributions used as input). The absolute
acceptances are listed in Table 6.79.

6.7.2.4. Expected yields. In this section, the quarkonia yields expected in an ALICE Pb–Pb
data taking period (i.e. 106s running time at a luminosity of 5 × 1026 cm−2 s−1) are presented.
The yields are obtained without assuming any suppression or enhancement. Therefore, they
have to be taken simply as a general guideline. In the next section, the study of a specific
suppression scenario will be addressed to illustrate in more detail the physics potential of the
ALICE Muon Spectrometer.

This section is divided in two parts. In the first one, the quarkonia yields will be studied as
a function of the collision centrality. In the second one, the study of the transverse momentum
dependence of quarkonia yields will be presented, as an example, for a given centrality bin.

Centrality dependence. In this study, dimuon invariant mass spectra have been generated
for five centrality classes (Section 6.7.1.3). For each class, the upper and lower values of the
impact parameter, as well as the corresponding number of participant nucleons are shown
in Table 6.80. The fractions of the total ( ftot) and hard ( fhard) cross sections corresponding
to each centrality class are also displayed in the same table. The smearing due to the ZDC
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Table 6.80. Main characteristics of the five centrality classes for Pb–Pb collisions.

Centrality class c1 c2 c3 c4 c5

b (fm) 0–3 3–6 6–9 9–12 b > 12

Npart 414–375 375–276 276–152 152–54 54–0

〈bsmear
〉 (fm) 1.92 4.65 7.6 10.6 14.3

〈N smear
part 〉 385 297 177 70 8

ftot (%) 3.6 11.0 18.0 25.4 42.0
f smear
tot (%) 4.4 11.1 18.0 25.3 41.2

fhard (%) 18.0 37.8 30.7 11.9 1.6
f smear
hard (%) 20.6 35.6 28.7 12.6 2.5

Background level 1.0 0.8 0.5 0.2 0.03

Table 6.81. Shadowing factors at zero impact parameter.

cc bb J/ψ ψ ′ ϒ ϒ ′ ϒ ′′

Csh(0) 0.65 0.84 0.60 0.60 0.76 0.76 0.76

impact parameter resolution has been taken into account. The resulting mean values of the
impact parameter (〈bsmear

〉) and of the number of participant nucleons (〈N smear
part 〉) are shown

in the same table for the different centrality classes, together with the fractions of the total
( f smear

tot ) and hard ( f smear
hard ) cross sections.

The inputs used for this study are those discussed in Section 6.7.1.2. As already
mentioned in that section, binary scaling of the pp cross sections (for quarkonia, cc and
bb production) is performed to obtain the cross section for each Pb–Pb centrality class.
For this purpose, the Glauber model is used. According to Ref. [826, 892], the impact
parameter dependence of the shadowing factor Csh(b) is parametrized as Csh(b)= Csh(0)+
(1 − Csh(0))(b/16fm)4, resulting in an almost flat behaviour up to b ∼10 fm, followed by a
rapid increase to 1 for larger impact parameters. The values of Csh(0) (shadowing coefficient
at zero impact parameter) for the open heavy flavours and heavy quarkonia are summarized in
Table 6.81 (for π/K mesons Csh(0)= 0.65 is used). These values of Csh(b) lead to shadowing
factors averaged over the collision centrality in line with those from EKS98 parametrization
(see PPR Volume I [3], Section 1.3.8).

The calculations presented here are performed within the fast simulation framework
described in Section 6.7.2.1. For the most central collisions, i.e. for the 1st centrality class, the
(nominal) background level (BKG 1) is used. The background levels for the other centrality
classes are scaled down proportionally to the corresponding hadron multiplicity (given by
HIJING) and are listed in Table 6.80. The ‘high’ and ‘low’ trigger cuts (see 6.7.2.1) on muon
transverse momenta are applied to the ϒ and J/ψ mass regions, respectively. To suppress
the dimuon background in the ψ mass region, an additional sharp cut pt > 1 GeV/c on the
transverse momentum of each muon is applied.

The expected quarkonia signal and background yields, as well as the corresponding
signal to background ratios and significances for the five Pb–Pb centrality classes c1–c5 (see
Table 6.80) are presented in Table 6.82. The results of the calculation are referred to a data
taking period of 106s with a luminosity of 5 × 1026 cm−2 s−1 and correspond to the interval
of M ± 2σ , where M and σ are the parameters of the function used to fit the resonance mass
peak (see below). Table 6.82 indicates that in one year of Pb–Pb data taking enough statistics
will be collected to measure the centrality dependence of J/ψ and ϒ production. For the J/ψ ,
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Table 6.82. Expected quarkonia signal (S) and background (B) yields (in units of 103) for five
centrality classes c1–c5. The numbers in the parentheses represent the J/ψ and ψ ′ contributions
from B decay. The yields correspond to an interval of ±2σ around the resonance mass. Signal-to-
background ratios and significances are also listed. All yields are for a 106 s running time and a
Pb–Pb luminosity of 5 × 1026 cm−2 s−1.

State Centrality S [×103] B [×103] S/B S/
√

S + B

c1 130 (22) 680 0.20 150
c2 230 (38) 860 0.27 220

J/ψ c3 200 (32) 410 0.48 250
c4 95 (15) 88 1.08 220
c5 21.7 (3.2) 6.9 3.13 130

c1 3.7 (1.4) 300 0.01 6.7
c2 6.5 (2.4) 385 0.02 11

ψ ′ c3 5.5 (2.0) 190 0.03 13
c4 2.6 (0.9) 42 0.06 12
c5 0.59 (0.20) 3.4 0.17 9.3

c1 1.3 0.8 1.7 29
c2 2.4 1.0 2.3 41

ϒ c3 2.0 0.55 3.6 39
c4 0.93 0.15 6.1 28
c5 0.20 0.022 9.1 14

c1 0.35 0.54 0.65 12
c2 0.62 0.67 0.92 17

ϒ ′ c3 0.52 0.38 1.4 17
c4 0.24 0.11 2.2 13
c5 0.054 0.016 3.5 6.4

c1 0.20 0.42 0.48 8.1
c2 0.35 0.55 0.64 12

ϒ ′′ c3 0.30 0.30 0.99 12
c4 0.14 0.088 1.6 9.2
c5 0.030 0.014 2.2 4.6

despite the huge background, which accounts for the modest S/B ratios for the most central
classes, the large signal leads to significances always larger than 100 for all the five centrality
bins. For the ϒ , the signal is about two orders of magnitude smaller than the one of the J/ψ ,
but since the the background is almost three orders of magnitude smaller, significances of the
order of 30 are achieved. Similar significances can also be achieved for bottomonium states of
higher mass by summing up the statistics collected in two or three Pb–Pb data taking periods.
For the ψ ′ , the situation is worse, since the signal is of the same order of magnitude of the ϒ
one, but the background is only a factor of two smaller than the one below the J/ψ peak.

The unlike-sign dimuon mass spectra for the three centrality classes c1, c3 and c5 are
displayed as an example in Fig. 6.334. As it can be seen in the left panels, the ratio between
the J/ψ signal and the underlying background becomes larger when increasing the impact
parameter. This is due to the combinatorial nature of the background in the J/ψ mass region.
The situation is somewhat different for the high-mass region of Fig. 6.334 (right panels):
with respect to the J/ψ , the signal-to-background ratio for the ϒ family shows a weaker
dependence on the centrality (see also Table 6.82). This is due to the fact that in the high mass
region the correlated contribution to the continuum becomes relevant: with the only exception
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Figure 6.334. Unlike-sign dimuon mass spectra for the three Pb–Pb centrality classes c1, c3
and c5 for a running time of 106 s and a luminosity of 5 × 1026 cm−2 s−1. Left and right panels
represent the mass spectra in the J/ψ and in the ϒ family mass region, respectively. The different
contributions to the dimuon mass spectrum (both muons come from the indicated source) are
shown separately, while the points on top represent the total number of dimuons (including pairs
with muons originated from different sources). The lines representing the different contributions
do not include statistical fluctuations; these are shown only for the total number of muons.
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Figure 6.335. pt distribution of the processes contributing to the dimuon mass spectrum in the
muon arm acceptance (with trigger low pt cut). On the left and right panels the pt distributions
for charmonium (2–5 GeV/c 2) and bottomonium (8–11 GeV/c2) mass regions are displayed,
respectively.

of the most central class, the background is dominated by muon pairs from bottom decay. (It
is worth noting explicitly that, due to the pt cut, the charm correlated component is several
times less than the bottom one).

pt dependence. An analysis of heavy quarkonia production as a function of the transverse
momentum for a given centrality class is presented in this section. As an example, the
analysis was carried out for the second centrality interval (36 b 6 6 fm, see above). The pt

distributions for the different processes used as input for this study are plotted in Fig. 6.335.
Generated events were subjected to the fast simulation algorithm and selected according to
the same analysis cuts described in discussing the centrality analysis.

The invariant mass spectra corresponding to 106 s of data taking at a luminosity of
5 × 1026 cm−2 s−1 were computed for different bins of the muon pair transverse momentum.
Some of these spectra are shown in Fig. 6.336.

The signal, background, their ratio and the significance were calculated for each pt bin
and are listed in Table 6.83. For the J/ψ , thanks to the high statistics, significances of the
order of 100 can be achieved for all the pt bins considered in this analysis. Nevertheless, a
progressive worsening of the signal to background ratio occurs when moving towards low pt.
This is due to the fact that, as it can be seen in Fig. 6.335, the J/ψ’s pt distribution has a
much harder tail than the ones of the different muon sources contributing to the continuum
in the charmonium mass region. The situation for the ϒ is rather different. The significances
are obviously smaller than the ones for the J/ψ , but the signal to background ratio is larger
than one and is almost constant as a function of pt. This is due to the similar slopes shown
by the pt distributions of the ϒ and of the muon sources contributing to the continuum in the
bottomonium mass region (see Fig. 6.335).

The results presented in this section indicate that the statistics collected in one Pb–Pb data
taking period is adequate to measure the pt dependence of the J/ψ yield. For the ϒ family the
statistics is obviously smaller; nevertheless a detailed measurement of the pt dependence (and
of quantities such as the ϒ to ϒ ′ ratio [878, 902], see below) can be performed by summing
up the statistics of the first two centrality classes (c1 and c2) and/or the statistics collected in
two or three Pb–Pb data taking periods.
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Figure 6.336. Unlike-sign dimuon mass spectra for different pt intervals. The plots refer to the
second centrality class (see text). On the left panel the events satisfy the trigger selection with the
low pt cut and for both muons the software cut pt > 1 GeV/c is applied. On the right panel the
trigger high pt cut is applied.
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Table 6.83. Expected quarkonia signal and background yields (in units of 103) for five pt bins in
the second centrality class (see text). The numbers correspond to an interval of ±2σ around the
resonance mass. Signal-to-background ratios and significances are also listed. All yields are for a
106 s running time and a Pb–Pb luminosity of 5 × 1026 cm−2 s−1.

State pt range (GeV/c ) S (×103) B (×103) S/B S/
√

S + B

0–2 75 680 0.11 87
2–4 77 230 0.34 140

J/ψ 4–6 45 41 1.1 150
6–8 20 7.3 2.7 120
8–10 8.0 1.5 5.3 82

0–2 2.4 250 0.0097 2.9
2–4 2.3 140 0.016 3.6

ψ ′ 4–6 1.0 27 0.038 3.7
6–8 0.47 5.9 0.079 3.2
8–10 0.19 1.3 0.15 2.5

0–2 0.33 0.18 1.8 15
2–4 0.69 0.35 1.9 21

ϒ 4–6 0.60 0.31 1.9 20
6–8 0.40 0.21 1.9 16
8–10 0.24 0.11 2.1 13

0–2 0.087 0.12 0.73 6.1
2–4 0.18 0.23 0.79 8.9

ϒ ′ 4–6 0.16 0.21 0.76 8.3
6–8 0.11 0.14 0.77 6.8
8–10 0.063 0.086 0.73 5.1

0–2 0.048 0.086 0.55 4.1
2–4 0.10 0.18 0.57 6.1

ϒ ′′ 4–6 0.091 0.16 0.56 5.7
6–8 0.059 0.11 0.52 4.5
8–10 0.036 0.068 0.54 3.5

6.7.2.5. Suppression studies. In the following, we consider only the correlated background
assuming that the uncorrelated component can be subtracted with appropriate techniques,
such as event-mixing. Therefore, the statistical error of the ‘full’ spectrum is assigned to the
remaining spectrum. The corresponding invariant mass distributions for the centrality classes
c1, c3 and c5 are shown in Fig. 6.337.

To extract the quarkonia signals from the dimuon mass spectra a fitting procedure was
applied. Resonances are parametrized by a modified Landau function convoluted with a
Gaussian one, while the underlying correlated background is fitted with an exponential.
Typical fits (both in the J/ψ and ϒ mass regions) are displayed in Fig. 6.338.

The quarkonia rates presented so far do not include any suppression or enhancement
mechanisms. The first mechanism which is expected to play a role is the one due to nuclear
absorption of prompt quarkonium states (obviously, charmonia from bottom decay are not
affected). Indeed, there are large uncertainities on the values of the absorption cross sections
at LHC energies. If on the one hand theoretical calculations [828] predict cross sections
as large as σabs = 10.3 ± 1.0 mb and σabs = 4.6 ± 0.9 mb for charmonium and bottomonium
states, respectively, on the other recent PHENIX data indicate a much smaller charmonium
absorption. Therefore, to have two extreme options, quarkonia yields have been calculated
both with the cross sections from [828] and with no absorption (i.e. with cross sections equal
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Figure 6.337. Same as in Fig. 6.334 but when the uncorrelated background is subtracted.

to zero). For the first option, the survival probabilities for different centrality classes are given
in Table 6.84.

For each centrality class, the invariant mass distribution with nuclear absorption was
deduced from the one without absorption by applying the central values of the quarkonia
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Figure 6.338. Fit of the dimuon spectra for the 1st centrality class in the J/ψ (left) and ϒ (right)
mass regions. The solid lines are the results of the fits with a function described in the text.

Table 6.84. Quarkonia survival probabilities caused by the nuclear absorption.

b (fm) 0–3 3–6 6–9 9–12 b > 12

J/ψ 0.249+0.030
−0.025 0.263+0.030

−0.026 0.308+0.031
−0.028 0.422+0.032

−0.030 0.691+0.023
−0.022

ϒ 0.501+0.067
−0.057 0.517+0.066

−0.057 0.562+0.063
−0.055 0.662+0.053

−0.048 0.841+0.028
−0.027

survival probability of Table 6.84. The corresponding charmonium and bottomonium yields
were evaluated by applying to the resulting mass distributions the fitting procedure discussed
above. When nuclear absorption is taken into account, the signal to background ratio becomes
worse, in particular for central collisions. This is a consequence of the fact that for these
collisions the survival probability is smaller. It is worth noting also that, without nuclear
absorption effects, the contribution of J/ψ from B decay is about 16% of the total J/ψ yields
while with the absorption this fraction increases and reaches 44% in the first and 22% in the
fifth centrality bin. We also note that, when nuclear absorption is taken into account, the error
bars resulting from the invariant mass fit are large for ψ ′, in particular for the most central
classes.

As discussed in Section 6.7.1.4, the quarkonia signal normalization is a crucial issue.
One of the possibilities is the normalization to beauty production, which can be measured
with the Muon Spectrometer (see Section 6.6). For instance, one can respectively normalize
the J/ψ and ϒ rates to the low-mass and high-mass dimuons originating from correlated BB̄
pair decays. The corresponding unlike-sign dimuon rates from beauty for a Pb–Pb data taking
period of 106 s and luminosity of 5 × 1026 cm−2 s−1 are listed in Table 6.85 for the different
centrality classes.

The ratios of the resonance rates over those for beauty are plotted in Fig. 6.339 as a
function of the number of participant nucleons (both without and with the resonance nuclear
absorption).
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Table 6.85. Correlated unlike-sign dimuon rates from beauty production in Pb–Pb collisions versus
centrality.

Centrality class c1 c2 c3 c4 c5

Mµµ < 5 GeV 47568 83767 69589 32208 6918
Mµµ > 5 GeV 8035 14125 11796 5442 1171

Figure 6.339. Resonance over beauty ratios for J/ψ (left) and ϒ (right) as a function of the
number of participants. The solid circles stand for the case without any suppression. In the top
figures the effects of quarkonia suppression due to two different QGP scenario (suppression 1 and
2, see text) are shown. The bottom figures show the analogous case obtained by taking into account
the effects of nuclear absorption together with the QGP ones. The effects of nuclear absorption
alone (open squares) are also shown.

The second effect included in this study is resonance suppression by QGP due to
colour screening [903]. We assume that in Pb–Pb collisions at 5.5 TeV (even for the
peripheral events) an equilibrated QGP is formed with proper formation time τ0(r) and initial
temperature T0(r) (r is the transverse coordinate). The plasma expands along the collision axis
according to Bjorken’s hydrodynamic scaling and cools isentropically: τT (τ )3 = τ0T 3

0 [112].
The QGP formation time and initial temperature, their r and centrality dependence are

taken from [187, 904] (pQCD and final-state saturation approach). For instance, the values
(averaged over the transverse plane) for the most central collisions are: τ0 = 0.093 fm/c,
T0 = 1.19 GeV.
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Table 6.86. Values of the parameters for the different quarkonium states used as input for the
suppression studies.

Resonance J/ψ ψ ′ χc ϒ ϒ ′ ϒ ′′ χb χ ′

b

τF, fm/c 0.89 1.5 2.0 0.76 1.9 1.9 2.6 2.6
TD/Tc [909] 1.7 1.1 1.13 4.0 1.4 1.14 1.6 1.16
TD/Tc [908] 1.21 1 1 2.9 1.06 1 1.07 1

We adopt the ‘threshold suppression’ model (see [905] and [878]), which states that if
the QGP temperature at the resonance formation point is higher than some value TD (called
screening or dissociation temperature, specific for each quarkonium state) the resonance will
be suppressed, otherwise it will survive and escape the QGP. The resonance formation times
τF, taken from [906], are listed in Table 6.86.

For the resonance dissociation temperature we adopt the latest results obtained within
the approach based on lattice QCD and potential model [907–909] using quenched or
unquenched QCD data on qq pair free energy at temperatures above the critical deconfinement
temperature Tc. Authors of Ref. [907, 908] and [909] utilize different definitions of the qq
potential and as a result obtain different sets of TD/Tc ratios using the same QCD parameters.
To have two extreme suppression scenarii we consider one TD/Tc set from Ref. [909]
(corresponding to quenched QCD with Tc = 270 MeV) and another set from Ref. [908]
(corresponding to unquenched QCD with Tc = 190 MeV) giving small and large suppression,
respectively. Note that within the present QGP model for Pb–Pb collisions at 5.5 TeV the
prompt ϒ does not melt even in most central collisions when considering the first option,
while in the second case the prompt ϒ is strongly suppressed (about five, four and two times
for the first, second and third centrality classes, respectively). Both sets of TD/Tc are shown in
Table 6.86, expecting that the realistic case is somewhere in between (since the dissociation
temperatures for ϒ ′′ and χ ′

b are missing in Ref. [908], we assume that they melt at Tc). In
the following we will refer to these two extreme suppression options as ‘Suppression-1’ and
‘Suppression-2’, corresponding to TD from [909] and [908], respectively.

Using these inputs and adding the nuclear absorption, the resonance survival probabilities
are computed as a function of pt and collision centrality. We note that a significant contribution
to J/ψ , ϒ and ϒ ′ yields comes from the decay of higher-mass resonances (feed-down, see
Ref. [828]). Since, in general, the latter have smaller survival probabilities, this contribution
varies with centrality and pt . Such an effect is taken into account in our calculations
(details are given in Ref. [910]). These probabilities, summed with weights proportional to
the resonance production cross sections [828] and decay branching ratios, are folded with the
corresponding non-suppressed dimuon mass spectra for the given pt and centrality (see details
in [910]).

Quarkonia yields are extracted by applying the fitting procedure discussed above. The
resulting yields (106 s data taking) for J/ψ and ϒ normalized to opposite-sign dimuons from
beauty decays are shown in Fig. 6.339 as a function of centrality. We assume that B hadrons
do not undergo suppression in nuclear matter and by QGP. The corresponding ratios between
resonances are shown in Fig. 6.340. As it can be seen in Fig. 6.339, the error bars for the J/ψ
to open beauty ratio are small enough to distinguish between different suppression scenarios.
This statement also holds for the ϒ to open beauty ratio. This is not the case for the ratios
between ψ ′ and J/ψ (see Fig. 6.340) because of the large fitting errors for ψ ′.

6.7.2.6. Possibility of measuring azimuthal anisotropy in J/ψ absorption. As suggested
in [911, 912], the measurement of J/ψ azimuthal anisotropy will provide additional
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Figure 6.340. ψ ′ over J/ψ (left) and ϒ ′ over ϒ (right) ratios as a function of the number of
participants. Three options are presented: without suppression (full circles), with Suppression-
1 (triangles) and with Suppression-2 (open circles). In the left panel a fourth option is shown
(dashed-dotted line) with total suppression of prompt ψ ′ and J/ψ (in this case, their ratio is
determined only by beauty decay).

information on the J/ψ suppression mechanism such as direct absorption on participating
nucleons, comover absorption or QGP formation.

The possibility of measuring this anisotropy is investigated in the framework of a fast
simulation. The azimuthal distribution of the J/ψ’s detected in the Muon Spectrometer can
be studied with respect to the event plane provided by the Photon Multiplicity Detector. The
large coverage of the PMD (1.2 units in η) minimizes the effects of non-flow correlations due
to neutral pion decay and the effect of scattering of incident particles, thereby providing a
good estimate of the event plane. The limited efficiency and purity of the data contribute to
less than 5% systematic error on the event plane correction due to finite particle multiplicities
at the multiplicities envisaged at LHC and considered in the present simulation.

The invariant mass spectra of like sign muons is reconstructed in different azimuthal
regions with respect to the event plane. To investigate any anisotropy in the background
spectra, the invariant mass distributions of the like sign muons is obtained with respect to
the event plane. The yield in the region around the resonance mass peak is analysed to
look for any possible anisotropy that may be remnant from the pion and kaon decay. The
background spectrum is found to be azimuthally symmetric. The invariant mass spectra in
different azimuthal regions is shown in Fig. 6.341 and the J/ψ yield is then analysed to extract
the anisotropy components that describe the azimuthal distribution.

The precision of observation of anisotropy in J/ψ emission depends on several factors,
e.g. background and its subtraction in the invariant mass spectra, increase in background
due to charm and beauty decays, track reconstruction efficiency for muons in the Muon
Spectrometer, the resulting mass resolution of the resonance, the J/ψ production cross section
and the physical anisotropy present in resonance emission. A systematic study of variation
in these parameters suggests that the significance of the data (and hence the number of
events required) follows a simple relation with the anisotropy values to be studied and the
associated precision, and is shown in Fig. 6.342. The fitted curve is Significance = 0.7/v2 × f
where v2 is the value of anisotropy to be probed and f is the fractional error. A given
set of values of these parameters determines the S/B ratio. The set of parameters and the
relation for significance can be translated into the number of events required to enable such a
determination.
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Figure 6.341. The signal and the background spectra in twelve azimuthal bins (see text) for
〈nµ〉 = 5.8 and an 85% track reconstruction efficiency. The J/ψ yield from the various bins is
used for further analysis to determine the anisotropy parameters. The S/B and the significance for
the whole sample (centrality class c2) is 0.27 and 194 respectively.

The contribution to measured J/ψ yield due to feed-down from higher mass resonances,
pt dependence of anisotropy and possible anisotropy in background due to jet quenching will
all contribute to the observed anisotropy. Their effects have to be estimated.

6.7.3. Quarkonia detection in the dimuon channel: pp collisions

6.7.3.1. Introduction. The study of quarkonia production in pp collisions presents a twofold
interest. On one hand, pp measurements (together with pA ones) represent a baseline for
heavy-ion data. On the other, they have an intrinsic interest since they are expected to
shed light on the production mechanisms by testing the existing theoretical models in an
unexplored energy regime. In this respect, (according to the experience from Tevatron studies
in pp collisions) the relevant observables are quarkonia cross sections and pt distributions. In
addition, as already pointed out in Section 6.7.1.1, these measurements allow access to PDFs
at very small x .

The results of simulations studies of the physics performance for quarkonia detection at
√

s = 14 TeV in pp collisions are presented in this section. Similar studies at
√

s = 5.5 TeV
have been undertaken only recently and the final results are not yet available. Therefore, only
a raw estimate of the expected quarkonia yields is given. However, we note that pp data at
√

s = 5.5 TeV are interesting since they can be directly compared to Pb–Pb ones without any
energy scaling. This scaling, needed for pp data at 14 TeV has to be performed by taking
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Table 6.87. Acceptance coverage for J/ψ in the Muon Spectrometer for different colliding
systems.

J/ψ x1 range x2 range

pp 14 TeV 2.7×10−3 6 x1 6 1.2 × 10−2 4.1×10−6 6 x2 6 1.8 × 10−5

pPb 8.8 TeV 2.7×10−3 6 x1 6 1.2 × 10−2 1.0×10−5 6 x2 6 4.6 × 10−5

Pb–p 8.8 TeV 6.8×10−3 6 x1 6 3.1 × 10−2 4.1×10−6 6 x2 6 1.8 × 10−5

dPb 6.2 TeV 5.4×10−3 6 x1 6 2.4 × 10−2 1.0×10−5 6 x2 6 4.6 × 10−5

Pb–d 6.2 TeV 6.8×10−3 6 x1 6 3.1 × 10−2 8.1×10−6 6 x2 6 3.6 × 10−5

Table 6.88. Acceptance coverage for ϒ in the Muon Spectrometer for different colliding systems.

ϒ x1 range x2 range

pp 14 TeV 8.2×10−3 6 x1 6 3.7 × 10−2 1.2×10−5 6 x2 6 5.5 × 10−5

pPb 8.8 TeV 8.2×10−3 6 x1 6 3.7 × 10−2 3.1×10−5 6 x2 6 1.4 × 10−4

Pb–p 8.8 TeV 2.1×10−2 6 x1 6 9.4 × 10−2 1.2×10−5 6 x2 6 5.5 × 10−5

dPb 6.2 TeV 1.6×10−2 6 x1 6 7.4 × 10−2 3.1×10−5 6 x2 6 1.4 × 10−4

Pb–d 6.2 TeV 2.1×10−2 6 x1 6 9.4 × 10−2 2.5×10−5 6 x2 6 1.1 × 10−4

into account the evolution of the gluon distribution functions from the x region covered
by the Muon Spectrometer at 14 TeV to the one at 5.5 TeV. As seen comparing Table 6.87
and Table 6.88 with Table 6.75, these x regions are only partially overlapped (we use the
convention of first indicating the particle moving towards the Muon Spectrometer).
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Figure 6.343. Transverse momentum distribution of J/ψ (left) and of ϒ (right) in pp collisions at
√

s = 14 TeV.

6.7.3.2. Simulation inputs and methods. The simulation inputs for pp collisions at
√

s = 14 TeV have been determined according to the same method used for Pb–Pb studies
and outlined in Section 6.7.1.2.

The input cross sections for heavy quarkonia production in pp collisions at
√

s = 14 TeV
are those quoted in Table 6.76. In addition to prompt J/ψ and ψ ′, also those from B decay
are taken into account. The rapidity distributions for (prompt) production of the different
quarkonia states are a parametrization of CEM predictions (with MRST-HO PDFs), while the
pt distributions (see Fig. 6.343) are obtained by extrapolating to LHC energies those measured
by the CDF experiment. The extrapolation method is described in Section 6.7.1.2.

The invariant mass continuum from semileptonic decay of beauty and charm hadrons
were simulated by means of PYTHIA. The input cross sections at

√
s = 14 TeV are those

given in Chapter 6.6.
The studies concerning the dimuon channel have been carried out by means of the fast

simulation method outlined in Section 6.7.2.1. The multiplicity for pp collisions is much
smaller with respect to the one expected in Pb–Pb. Therefore, the simulation of the Muon
Spectrometer was carried out without including any degradation of the tracking and trigger
chamber response due to the presence of background. In this situation, the trigger and tracking
efficiencies as well as the invariant mass resolutions for J/ψ and ϒ are very close to the ones
quoted for background level BKG 0 in Tables 6.77 and 6.78, respectively.

The fast simulation was used to evaluate the acceptance of the Muon Spectrometer for
heavy quarkonia detection in pp collisions at

√
s = 14 TeV. The resulting integrated absolute

acceptances normalized to the whole phase space (see Section 6.7.2.3 for definitions) are given
in Table 6.89. It is worth noting that the integrated acceptance is to some extent dependent
from the rapidity and transverse momentum distributions used as input (i.e. slightly different
values of acceptance are obtained if different input distributions are used). The rapidity and
transverse momentum dependence of the acceptances for J/ψ and ϒ were calculated as well.
Their shapes turn out to be very close to the one obtained for Pb–Pb collisions and shown in
Fig. 6.333.
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Table 6.89. Integrated absolute (normalized to the full phase space) acceptance (in %) for J/ψ and
ϒ for pp collisions at

√
s = 14 TeV .

Particle type J/ψ ϒ

Integrated acceptance (%) 4.24 4.42

6.7.3.3. Expected yields at
√

s = 14 TeV. As reported in Volume I of the Physics
Performance Report [3], ALICE pp data taking at

√
s = 14 TeV will be carried out at a

luminosity of 5 × 1030 cm−2 s−1. The yields of heavy quarkonia detected in one year of pp
data taking (assumed to be equivalent to an effective running time of 107 s) are presented in
this section. Together with the overall statistics, also the analysis of J/ψ and ϒ production as
a function of the transverse momentum and rapidity is discussed.

Indeed, only the correlated contribution to the unlike-sign dimuon mass continuum is
taken into account in this study, while the uncorrelated one is not included yet. However,
according to previous studies [913], the latter contribution is expected to be modest and should
not affect in a dramatic way the results presented here.

Overall statistics. The opposite-sign dimuon invariant mass distributions corresponding to a
data taking period of 107 s at L= 5 × 1030 cm−2 s−1 are shown in Fig. 6.344 both for the J/ψ
and ϒ regions. As seen, all charmonium and bottomonium states are clearly resolved. The
number of detected J/ψ is of the order of five millions, while the statistics expected for ϒ is
about two orders of magnitude smaller. The yields for all quarkonia states are summarized in
Table 6.90, where the corresponding signal to (correlated) background ratios and significances
are also given.

pt distributions. The simulation study of the transverse momentum distributions for J/ψ
and ϒ was carried out according to the following method. The transverse momentum of
the detected opposite sign muon pairs was computed and the overall sample of events was
divided in several bins. For each pt bin, the corresponding dimuon invariant mass distribution
was produced. From each of these distribution, the J/ψ and ϒ signal was extracted by fitting
the invariant mass spectrum. For quarkonia a Gaussian function was used for the central part
of the peak and two more Gaussians with variable width were added to describe the tails.
The correlated continuum was parametrized according to the procedure described in [914].
Then, the raw number of detected resonances was corrected for the acceptance (which, as
already mentioned, is not flat as a function of pt) to obtain the differential cross section dσ /dpt

(normalized to the rapidity interval 2.5< y < 4.0 covered by the Muon Spectrometer). The
results in Fig. 6.345 show that the statistical error bars on the measured differential cross
section are small (in particular for the J/ψ) due to the high expected statistics.

Rapidity distributions. The simulation study of the rapidity distributions for J/ψ and ϒ was
carried out with the same procedure for transverse momentum distributions. The results are
shown in Fig. 6.346.

6.7.3.4. Expected yields at
√

s = 5.5 TeV. As mentioned above, at this energy detailed
simulation studies have not been performed yet. Nevertheless, a first estimate of the expected
quarkonia yields can be given by scaling the results obtained for Pb–Pb collisions at the same
c.m. energy. For Pb–Pb collisions, the total yield expected in a 106 s data taking period can
be deduced from Table 6.82 by summing up the yields for the different centrality classes. The
total yields are then divided by the corresponding shadowing factors (assumed to be constant
over centrality) from Table 6.81 and scaled to pp with A2 (A being the atomic number of
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Figure 6.344. Unlike-sign dimuon mass spectra for a running time of 107 s at pp luminosity of
5 × 1030 cm−2 s−1 and

√
s = 14 TeV (only the correlated background is taken into account). The

J/ψ and ϒ mass regions are shown in the top and bottom panels, respectively.

Table 6.90. Expected quarkonia signal and background yields (in units of 103). The numbers
refer to an interval corresponding to twice the FWHM around the resonance mass peak. Signal to
background ratios and significances are also listed. All yields are for a 107 s running time and a pp
luminosity of 5 × 1030 cm−2 s−1.

State B(×103) S(×103) S/B S/
√

S + B

J/ψ 370 4670 12.6 2081
ψ ′ 220 122 0.55 209
ϒ 7.7 44.7 5.8 195
ϒ ′ 6.1 11.4 1.9 86
ϒ ′′ 5.4 6.9 1.3 62
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lead). Finally, the scaled yields are multiplied by the ratio between pp and Pb–Pb luminosities
(equal to 5 × 1030 cm−2 s−1 and 5 × 1026 cm−2 s−1, respectively [3]). The resulting yields for
106 s pp data taking at 5.5 TeV are of the order of 2.4 × 105 and 2 × 103 for J/ψ and ϒ ,
respectively.

6.7.4. Quarkonia detection in the dimuon channel: pA collisions. A detailed simulation of
p–nucleus (and deuteron–nucleus) collisions is at present under way. The purpose of those
simulations is to compare the quarkonia yield for the different options: pPb, Pb–p, dPb and
Pb–d (as already stated, the first particle is the one moving towards the Muon Spectrometer).
Preliminary simulation results indicate that in a data taking period of 106 s at luminosity of
1.1 × 1029cm−2 s−1 the number of detected J/ψ (ϒ ) is of the order of 1.5 × 106 (1.5 × 104)
for pPb collisions at

√
s = 8.8 TeV. The quarkonia yields expected for Pb–p collisions are

of the same order of magnitude, although slightly smaller as a consequence of the rapidity
shift. The quarkonia yields expected for dPb and Pb–d collisions in a data taking period
of 106 s at luminosity of 8.1 × 1028 cm−2 s−1 are close to those for pPb collisions. As well
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as the yields, the comparison of the x1 and x2 regions covered by the Muon Spectrometer
for the different collision-system options is another relevant point (we use to denote with
x1 the x-variable corresponding to the first particle, i.e. the one moving towards the Muon
Spectrometer). These regions are listed in Tables 6.87 and 6.88 for the top collision energies
(8.8 TeV for pPb, 6.2 TeV for dPb).

Since one of the main motivation of p–nucleus data taking is to get information on nuclear
shadowing (expected to be more pronounced at small x), it should be interesting to take data
with configurations which allow the exploration of the same x2 region as Pb–Pb (x2 is much
smaller than x1, see Tables 6.87 and 6.88). This happens both in pPb and dPb. In addition,
for dPb, the x1 region is almost the same as in Pb–Pb: therefore, these two options (and in
particular the second one) look very suitable for use as a reference for Pb–Pb.

Quarkonia yields for pPb and Pb–p collisions at
√

s = 5.5 TeV have been estimated
according to the method outlined in Section 6.7.3.4 and by taking into account the corrections
due to the rapidity shift. The yields turn out to be about 30% smaller than those at

√
s =

8.8 TeV . Similar calculations have been performed for dPb and Pb–d collisions. The yields
at

√
s = 5.5 TeV are smaller than those at

√
s = 6.2 TeV by 10% at most. This fact suggest

that dPb collisions at
√

s = 5.5 TeV are also suitable to be used as a reference for Pb–Pb
(we note that x1 and x2 are almost the same for both colliding systems). Finally, it is worth
pointing out that the possibility of dividing the pPb (or dPb) data sample in centrality classes is
very interesting, since it provides more detailed information on quarkonia nuclear absorption
compared to the one provided by data integrated over centrality.

6.7.5. Quarkonia detection in the dielectron channel: Pb–Pb collisions. The measurement
of electron pairs in the central barrel of ALICE is complementary to the dimuon channel
discussed above. First, this extends quarkonia measurements from the forward rapidity region
to the mid-rapidity region which is expected to be baryon free. Then, this enables the study
of the correlation of quarkonia signals with photons and hadrons emitted (and identified) in a
common rapidity region. Furthermore, the vertex capabilities of the ITS will allow to measure
and separate secondary J/ψ from bottom decays. This not only leads to a direct measurement
of the B meson production cross-section (Section 6.6), but also permits a distinction between
primary and secondary J/ψ .

The centrepiece for dielectron physics is the Transition Radiation Detector (TRD) which
provides electron identification for momenta larger than 1 GeV/c and an electron trigger for
momenta larger than 3 GeV/c (see Chapters 4 and 5). Since the trigger on single electrons
(TRD-L1) is not effective for central Pb–Pb collisions, due to the high track multiplicity, it is
not applied in the simulations shown below. However, for reactions with lower multiplicities,
such as peripheral Pb–Pb, Ar–Ar, and pp, the ϒ-measurement will greatly benefit from
the use of the online trigger. The results shown in this section are based on the inclusive
lepton pair cross-sections for J/ψ and ϒ discussed in Section 6.7.1.2 and summarized in
Table 6.76. Additionally, nuclear shadowing of 60% was included, corresponding to the x-
range accessible to the central barrel. The resulting yields were scaled by the appropriate
number of binary collisions, in order to derive the numbers for Pb–Pb reactions. No additional
suppression or enhancement mechanism was included. Therefore, these simulations provide
a benchmark for all physics scenarios conceivable in A–A collisions.

6.7.5.1. Simulation techniques. Similar as in the case of the dimuon measurement, the
evaluation of the physics performance cannot be carried out with a detailed simulation of
the detector response, due to the statistics required and the prohibitively lenghty computing
time required to generate them. Instead, the approach of a ‘fast simulation’ was employed.
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Figure 6.347. The reconstruction efficiency for single electrons as a function of pt (integrated over
φ and θ , left panel) and φ (integrated over pt and θ , right panel). Please note that this efficiency
also includes the effects of the detectors’ dead areas and that the online trigger threshold is not
included.

This means that the response of the ALICE central barrel to electrons was investigated
in detail and, based on this analysis, a parametrization of this response was constructed.
This allows the generation of dielectron spectra under different physics conditions with a
reasonable computing effort. The different components of this fast simulation are described
in the following.

Evaluation of the response of the ALICE central barrel to electrons. In order to investigate
the performance of the ALICE central barrel detectors (ITS, TPC, and TRD) in reconstructing
electrons, a detailed simulation was performed [915]. As an input to these simulations the
HIJING event generator [42], tuned to different mid-rapidity densities of charged particles,
was used. In these HIJING events, that provide the proper event background, electrons
uniformly distributed in the pt-range 1–10 GeV/c were embedded. The number of embedded
electrons was kept low, in order not to significantly influence the occupancy in the TRD.
These events were treated with the detailed simulation and digitization chain of the AliRoot
simulation program. The simulated events were then reconstructed with the standard tracking
software for the ALICE central barrel detectors. Only tracks assigned to the main interaction
vertex were considered in order to reduce the background from photon conversion to a
minimum. By comparing the results to the generated input electrons, the efficiency and
momentum resolution were derived. All simulations were done for a magnetic field of
B = 0.5 T.

Efficiency for single electrons. Figure 6.347 shows the efficiency of reconstructing an
electron as a function of pt and azimuthal angle ϕ. Efficiency in this context is a convolution
of the acceptance, i.e. the probability that an electron passes through the sensitive area of
the detector, and the efficiency of the reconstruction algorithm. The drop of the efficiency
between pt = 3–5 GeV/c is caused by the fact that tracks with higher pt have a higher
probability of remaining inside the dead areas of the detector than tracks with lower pt,
which are more strongly curved. The effect of the dead areas is even more pronounced in
the ϕ-dependence of the efficiency which clearly reflects the 18 sectors of TRD and TPC. The
single electron efficiency that is folded into the fast simulation procedure has been evaluated
in a 3-dimensional binning of pt, ϕ, and θ , as well as for the charged particle multiplicity
densities dNch/dη = 3000 and dNch/dη = 6000.
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Figure 6.348. The difference between the simulated and reconstructed transverse momentum of
electrons in a given pt and ϕ bin. The asymmetric tail caused by bremsstrahlung is clearly visible.

Momentum resolution for single electrons. Due to the effect of bremsstrahlung, an electron
can suffer, with a relatively high probability, a large energy loss beyond the normal energy
loss of a charged particle. This causes an asymmetric tail of the momentum distribution of
a reconstructed track as demonstrated in Fig. 6.348. In order to include this effect in the
fast simulation approach, this pt-broadening was parametrized in different bins of pt by a
convolution of a Gaussian and a Landau curve. The parameters of these fits were tabulated as
a function of pt and then used in the fast simulation environment.

Electron identification. The electrons are identified by combining the information from the
TRD and the TPC. For the study presented the same parametrization of the pion suppression
was employed as described in Section 6.6. For the TRD, an electron-tagging probability for
pions of πTRD

eff = 10−2 at a given electron efficiency of eTRD
eff = 0.9 is assumed. This takes

into account an expected deterioration of the TRD performance in the high multiplicity
environment at dNch/dη = 6000. While the TRD performance is assumed to be independent
of momentum in the relevant momentum range, the electron identification capabilities of the
TPC, based on the measurement of the specific energy loss dE/dx , depend strongly on p (see
Section 6.6). In the currently used parametrization, πTPC

eff = 10−2 for p < 2–3 GeV/c and gets
quickly worse above 3 GeV/c. The electron efficiency is also fixed at eTPC

eff = 0.9. Therefore,
the combined efficiency to properly detect an electron is eCOMB

eff = 0.81.

Generation of dielectron spectra. To all electron and positron candidates, whose momentum
was smeared according to the parametrization of the momentum resolution and which
survived the efficiency and particle identification criteria, a cut at pt > 1 GeV/c was
applied. No TRD-L1 trigger condition was used in this simulations. From the remaining
candidates unlike-sign pairs were constructed and the distribution of their invariant mass
histogrammed.

Input to the simulations. The main background source for high mass dielectrons is
caused by misidentified pions and by electrons from semi-leptonic D- and B-decays. A
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Figure 6.349. Geometrical acceptance for J/ψ (up) and ϒ (bottom). The left panels show the
geometrical acceptance versus rapidity and transverse momentum. The middle and right panels
show the acceptance as a function of rapidity and transverse momentum, respectively. On the
middle and right panels the acceptance is shown without (solid histograms) and with (dashed
histograms) the trigger cut on single electron pt.

realistic simulation has therefore to include all these possible contributions. The members
of the quarkonia families were generated using the parametrization and rates described in
Section 6.7.1.2. These signals were then merged with electrons and positrons from D- and
B-hadrons, which were generated using the same rates and distributions as described in
Section 6.6. Additionally, a hadronic background, provided by the parametrized HIJING event
generator was added to the input. The multiplicity of the HIJING background was adjusted
so that it results in dNch/dη = 3000, as well as dNch/dη = 6000, in the case of central Pb–Pb
events.

6.7.5.2. J/ψ and ϒ acceptance. The geometrical J/ψ and ϒ acceptances in the dielectron
channel were evaluated with same inputs and similar techniques as for the dimuon channel
(see Section 6.7.2.3). The TRD-L1 trigger condition was simulated by requiring a sharp pt

threshold of 3 GeV/c on both decay electrons. The results are displayed in Fig. 6.349.
For ϒ a small dip is clearly seen developing at pt ∼ 6 GeV/c. This is due to the fact

that low pt ϒ mesons decay by emitting e+e− pairs where both leptons have a pt above
3 GeV/c and hence pass the trigger condition. The decay of intermediate pt ϒ mesons, of
pt ∼ 6 GeV/c, can be asymmetric in the laboratory reference frame with one of the decay
particles having pt less than 3 GeV/c; therefore those ϒ are lost due to the L1 trigger
condition.

The trigger cut on the pt of e+e− has a much stronger effect on the J/ψ distribution since
the mass difference of the J/ψ is much smaller than that of the ϒ ; hence the decays of low
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Table 6.91. Geometrical acceptance for the detection of ϒ and J/ψ in the TRD. They are given
for different y and pt range of the parent particles, with and without the L1 trigger pt cut on the
e+e− pair (pt > 3 GeV/c).

Parent particle pt of e+e− (L1 trigger) y and pt of J/ψ and ϒ TRD accept. (%)

no cut |y|< 1.0, all pt 26.6
ϒ no cut |y|< 0.5, pt < 3 GeV/c 42.4

pt > 3 GeV/c |y|< 1.0, all pt 24.0
pt > 3 GeV/c |y|< 0.5, pt < 3 GeV/c 41.7

no cut |y|< 1.0, all pt 29.5
J/ψ no cut |y|< 0.5, pt < 6 GeV/c 62.8

pt > 3 GeV/c |y|< 1.0, all pt 1.4
pt > 3 GeV/c |y|< 0.5, pt < 6 GeV/c 16.3
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Figure 6.350. The invariant mass distribution of electron pairs for 2 × 108 central Pb–Pb
collisions. The sum of all contributions (black solid line) is shown, as well as the background
contributions from open charm and open beauty and misidentified pions. The total uncorrelated
background was constructed with the like sign technique.

pt J/ψ produce e+e− pairs that do not make it through the pt threshold of 3 GeV/c of the
trigger. It is only at rather large pt that the J/ψ decay kinematics allow both the e+e− to have
pt > 3 GeV/c. This results in no J/ψ acceptance below a pt of ∼ 5.2 GeV/c under the L1
trigger condition.

The geometrical acceptances for ϒ and J/ψ integrated over the rapidity range −1.0<
y < 1.0 are summarized in Table 6.91. They are tabulated with the L1 trigger condition on
their decay particles and for different pt range of the J/ψ and ϒ .

6.7.5.3. Dielectron spectra in central Pb–Pb collisions. Figure 6.350 shows the expected
invariant mass distribution of dielectrons for 2 × 108 recorded Pb–Pb events (10% most
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Figure 6.351. The invariant mass distribution of electron pairs for 2 × 108 central Pb–Pb collisions
in the J/ψ mass region after subtraction of the combinatorial background (symbols). The signal
was fitted by a Gaussian (solid line). The dashed histogram represents the expected signal shape
without combinatorial background.

central, without TRD-L1 trigger condition). Clear signals for the J/ψ and ϒ can be
observed on top of the uncorrelated background. As one source for the background semi-
leptonic decays of open charm and beauty contribute up to high mass regions (dashed and
dashed–dotted lines in Fig. 6.350). However, even in theϒ-mass region, the background from
misidentified pions is still of the same order of magnitude.

However, due to the expected suppression of high-pt hadrons in central Pb–Pb collisions,
this contribution is likely to be lower in real data. Therefore, this simulation represents a
conservative estimate of the performance in this mass region.

As seen in Fig. 6.351, the J/ψ can be nicely reconstructed in this environment. Even
though the background is not negligible, the ϒ can also be reconstructed with a good
significance (see Fig. 6.352). The expected signals, the signal to background ratios, as well as
the significances are summarized in Table 6.92, corresponding to a running time of 106 s at a
luminosity of 5 × 1026 cm−2 s−1, assuming an effective readout rate for the central barrel of
200 Hz.

The reconstructed peaks were fitted by a Gaussian to derive the resolution in the invariant
mass. For the J/ψ it is found to be σm = 33 MeV/c2 and in the ϒ mass region it is
σm ≈ 90 MeV/c2. However, as Fig. 6.351 demonstrates, the reconstructed line shape of the
J/ψ is expected to be clearly asymmetric due to the influence of the bremsstrahlung on the
electron reconstruction.

By integrating the invariant mass spectra in a mass window of ±1.5σ around the
J/ψ mass the signal, the signal to background ratio, as well as the significance SG N =

S/
√

S + B can be determined as a function of the pt of the J/ψ . The result is summarized
in Figs. 6.353 and 6.354. The analysis shows that a significant J/ψ signal can be
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Figure 6.352. The invariant mass distribution of electron pairs for 2 × 108 central Pb–Pb collisions
in the ϒ mass region after subtraction of the combinatorial background (symbols). The signal was
fitted by a Gaussian (solid line). The histograms represent the expected signal shapes without
combinatorial background.

Table 6.92. Expected signal rates (S), background (B), signal-to-background ratios and
significance for charmonium and bottonium states, integrated over the full acceptance for
dNch/dy = 3000. The numbers correspond to an interval of ±1.5σ around the resonance mass.
The rates and ratios are given for 10% most central events, assuming 106 s running time and a
Pb–Pb luminosity of 5 × 1026 cm−2 s−1 (corresponding to 2 × 108 collected events).

State S (×103) B (×103) S/B S/
√

S + B

J/ψ 121.1 88.2 1.4 265
ϒ 1.3 0.8 1.6 28
ϒ ′ 0.46 0.8 0.6 13

reconstructed up to pt = 10 GeV/c2, even in an environment of dNch/dη = 6000. However,
in this case the signal/background ratio is clearly worse in the high-pt region than for
dNch/dη = 3000.

6.7.5.4. Expected yields for pp at
√

s = 5.5 TeV. For the pp case a detailed simulation has
not yet been performed. Nevertheless, a first estimate of the expected quarkonia yields can
be given by scaling the results obtained for Pb–Pb collisions at the same c.m. energy. For
Pb–Pb collisions, the total yield expected in a 106 s data taking period can be deduced from
Table 6.92. The total yields are then divided by the corresponding shadowing factor and scaled
to pp by dividing by number of binary collisions. Finally, the scaled yields are muliplied by
the different readout rates for the central barrel detectors. Assuming that the TRD L1 trigger
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Figure 6.353. The reconstructed J/ψ events within ±1.5σ from the peak for 2 × 108 central
Pb–Pb events as a function of pt for dNch/dη = 3000.
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Figure 6.354. The signal to background ratio (left) and the corresponding significance (right) of
the reconstructed J/ψ for 2 × 108 central Pb–Pb events as a function of pt for dNch/dη = 3000.

is capable of inspecting ≈30% of the pp interaction rate at a luminosity of 5 × 1030 cm−2 s−1

a yield can be estimated for 106 s running time at 5.5 TeV. For the J/ψ this is in the order of
7.0 × 105 and for the ϒ it is 0.6 × 103.
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6.8. Jet physics

6.8.1. Introduction. Jets are defined in QCD as cascades of consecutive emissions of partons
initiated by partons from an initial hard scattering. The partons produce the observed hadrons
due to confinement. Parton showering and the subsequent hadronisation are broadly known as
parton fragmentation. Di-jets were discovered in 1975 in e+e− collisions [916] and detailed
studies of their structure showed that the transverse momenta relative to the jet axis of particles
associated to the jet are small compared to the jet momenta. The collimation increases with
increasing jet energy. The observation of three coplanar jets [917] has provided the first
experimental evidence for the existence of the gluon. In the following years a huge amount of
data on multi-particle production in QCD jets has been collected at e+e−, e−p and hadron
colliders which allowed many important tests of both perturbative and non-perturbative
aspects of QCD.

High-energy nucleus–nucleus collisions allow us to change the scene of parton
fragmentation from vacuum to a QCD medium, the quark–gluon plasma (QGP), and to study
the properties of this medium through modifications of the jet-structure. High-pt partons
produced in the initial stage of a nucleus–nucleus collision are expected to undergo multiple
interactions inside the collision region prior to hadronisation. Hereby, the energy of the
partons is reduced through collisional energy loss [918–920] and medium-induced gluon
radiation [42, 786, 921], the latter being the dominant mechanism in a QGP. This so-called jet
quenching has been suggested to behave very differently in cold nuclear matter and in QGP,
and has been postulated as a tool to probe the properties of this new state of matter. This is the
main motivation for studying jets as well as high-pt particle spectra and particle correlations
in heavy-ion collisions.

First evidence of parton energy loss has been observed at RHIC from the suppression of
high-pt particles studying the nuclear modification factor, RAA, [922, 923] and the suppression
of back-to-back correlations [924].

As compared to jet physics at RHIC, there are two fundamentally new features in central
Pb–Pb collisions at the LHC: The multi-jet production per event is not restricted to the minijet
region Et < 2 GeV but extends to about 20 GeV and jet rates are high at energies at which jets
can be distinguished from the background energy of the underlying event. Hence, event-by-
event reconstruction of jets with reasonable energy resolution will be possible.

As compared to studies of the nuclear modification factor RAA, a much higher sensitivity
to the medium properties is expected from studies of modifications of the structure of
reconstructed jets, i.e. the manifestation of the partonic energy loss in a decrease of the
number of particles carrying a high fraction, z, of the jet energy and the appearance of radiated
energy via an increase of the number of low-energy particles with low z values. In addition, a
broadening of the distribution of jet-particle momenta perpendicular to the jet axis, jt, directly
related to the colour density of the medium is expected [925]. The main limitation of inclusive
high-pt particle studies is the fact that for extreme quenching scenarios one observes particle
emission predominantly from the surface [926]. Full reconstruction of jets is potentially free
of such a bias, allowing detailed study of the induced radiation patterns. It is our task to
quantify to which extend jet reconstruction is possible in heavy-ion collisions and what are
the possible remaining experimental biases.

As opposed to jet analysis at hadron colliders, the large background from the underlying
events (see, for example, Colour Figure VI) imposes limitations to the reconstruction
performance. In a typical cone of size Rc =

√
1η2 +1ϕ2 < 1 we expect up to 2 TeV of energy

from the underlying event. As a consequence, smaller cone sizes have to be used in heavy-ion
collisions. In our physics performance studies, we will mainly address the question of what are
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the resulting intrinsic limitations on the jet reconstruction efficiency and jet energy resolution
and what are the influences on the jet-structure measurements. Additional limitations are
imposed by the experimental set-up and have to be evaluated. Measuring charged jets using
ALICE central barrel tracking is possible but severely limits the jet energy resolution to the
amount of charged to neutral fluctuations (' 30%) [927].

As demonstrated in the previous chapters, in the central barrel part of the experiment
|η|< 0.9, ALICE will measure event-by-event the inclusive distribution and correlation of
a wide range of flavour identified particles, whose momenta and masses are of the order of
the typical energy scales involved (T '3QCD ' 200 MeV). In addition, tracking and particle
identification capabilities reach far into the transverse momentum region in which particle
production is dominated by hard processes. At pt = 100 GeV/c, the momentum resolution is
still better than 10%, sufficient to analyse jets up to Et = 200 GeV.

As shown by the STAR experiment at RHIC [928], the combination of a TPC tracking
system with an electromagnetic calorimeter is functionally equivalent to full electromagnetic
plus hadronic calorimetry in a heavy-ion collision environment. Based on this concept an
Electromagnetic Calorimeter (EMCal) has been proposed [929]. EMCal covers the region
|η|< 0.7, 60◦ < ϕ < 180◦ and has a design energy resolution of 1E/E = 10%/

√
E . The

calorimeter will improve the jet energy resolution and adds trigger capabilities. Although
the EMCal was not yet approved during the time of writing this document, we will discuss
the possible improvement of jet reconstruction as compared to charged-jet reconstruction.

High-pt capabilities are needed for jet identification and reconstruction. However, the
strength of ALICE consists in the possibility of combining these with low-pt tracking and
PID capabilities to observe modifications of the jet-structure observables over a wide range of
momenta and particle species [930]. Measurements in Pb–Pb collisions will be benchmarked
against pp and pA. In the present document, we restrict the evaluation of the physics
performance for jet reconstruction and jet-structure analysis to central Pb–Pb collisions,
which are the most demanding concerning the background conditions. The results presented
were obtained using a conservative assumption about the central charged multiplicity of
dNch/dη = 5000.

Discussing jet reconstruction in heavy-ion collisions, we are entering mainly unexplored
territories as the optimisation of reconstruction and analysis techniques is awaiting data. We
are starting to outline the first boundaries based on present knowledge and predictions of jet
production cross sections (Section 6.8.2), jet fragmentation and its modification in a dense
medium (Sections 6.8.3 and 6.8.4) and the properties of background from low-pt particles
(Section 6.8.5). This allows us to draw our first conclusions on intrinsic limitations of jet
reconstruction in an heavy-ion collision environment (Section 6.8.6). We present analysis
results obtained with fast and full simulation using a cone-type jet reconstruction algorithm
optimised for the heavy-ion environment (Section 6.8.7) and discuss possible improvements
using EMCal (Section 6.8.8).

As jet reconstruction will be restricted to relatively high-energy jets, approximately
Et > 30–40 GeV, leading particle correlation studies play an important role in the low-Et

region. A case study for the LHC applying typical transverse momentum cuts used at RHIC
is presented in the last section.

6.8.2. Jet production rates at the LHC. Jet cross sections calculated in the framework
of collinear factorised perturbative QCD at NLO have been successfully confronted with
experimental data in hadron–hadron collisions [927]. Monte Carlo codes have become
available [931–933] and have been adapted to include isospin effects and modifications of the
nucleon parton distribution function inside nuclei. Using these codes, benchmark calculations
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Figure 6.355. Jet cross section in Pb–Pb collisions at the LHC per binary collision (AB = 2082)
versus transverse energy of the jet for |η|< 2.5 and |η|< 0.5 (upper) and versus pseudorapidity of
the jet for Et > 20, 50 and 100 GeV (lower). The NLO calculations from Ref. [797] (solid lines)
are compared to those obtained with PYTHIA 6.214 (dashed lines).

for jet spectra in nucleus–nucleus collisions at the LHC have been performed and have been
presented in [797].

In Fig. 6.355, we show the differential jet cross section for Pb–Pb collisions at
√

sNN =

5.5 TeV versus transverse energy of the jet for |η|< 2.5 and |η|< 0.5 and versus the
pseudorapidity of the jet for Et > 20, 50 and 100 GeV. The results of the NLO calculations
from Ref. [797, 934] are compared to those obtained for pp collisions simulated with
PYTHIA 6.214 [935–937] scaled up by a k-factor, k = 1.7. The NLO calculations have been
performed with MRST98 [824] parton distribution functions modified using EKS98 [938].
The factorisation scale is equal to the renormalisation scale µ= µF = µR = Et/2. Jets
are reconstructed using the kt-clustering algorithm with D = 1. For the PYTHIA based
calculation, jets have been reconstructed using the PYTHIA–PYCELL cone-algorithm on the
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Table 6.93. Number of jets with Et > Emin
t produced in one month of Pb–Pb running within the

central barrel (|η|< 0.5) and within the EMCal acceptance (|η|< 0.3 and 83◦ < ϕ < 157◦). The
acceptance limits assume that a cone size of Rc = 0.4 is used for jet reconstruction.

Emin
t [GeV] TPC fiducial region EMCal fiducial region

20 2.0 × 109 2.4 × 108

50 4.8 × 107 5.8 × 106

100 2.6 × 106 3.1 × 105

150 4.0 × 105 4.8 × 104

200 1.0 × 105 1.2 × 104

250 2.5 × 104 3.0 × 103

final state particle level with cone-size Rc = 1. The two spectra agree within 20%. Taking
into account that the uncertainty of the NLO calculation is 2% for the lowest and 15% for
the hightest Et bins we consider the agreement sufficiently good to justify the usage of
PYTHIA for the generation of the physics events as input for full detector simulation and
fast simulation. For Et > 20 GeV, 17% of the produced jets are in the ALICE fiducial region
|η|< 0.5. A fraction of 8.6% of the accepted jet events contain back-to-back di-jets defined
as events having a second accepted jet with at least 90% of the minimum transverse energy
required for the leading jet. For Et > 100 GeV, the single jet acceptance rises to 26% and
the di-jet acceptance to 13.5%. Note that the size of the fiducial region is determined by
the assumption that jets are reconstructed using a cone-size Rc = 0.4 and requiring that the
jet-cone is fully contained within the detector acceptance. As we will show later, this cone-
size is close to the optimal cone size in a heavy-ion environment. The lowering of the jet-
reconstruction efficiency due to the reduced cone-size has not been taken into account in the
cross section and rate calculations.

From the expected average LHC Pb–Pb luminosity of 5 × 1026 cm−2 s−1 we calculate the
number of jets produced per effective month of running (106 s) within the fiducial region
|η|< 0.5 for charged jet reconstructed using ALICE central barrel tracking (ITS + TPC)
and |η|< 0.3, 83◦ < ϕ < 157◦ for jet reconstruction with central barrel tracking and
Electromagnetic Calorimetry (EMCal). The results are presented in Fig. 6.356 and Table 6.93.
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t and |η|< 0.5 per event in the 10% most

central Pb–Pb collisions.

Rates in minimum bias collisions are compared to those in the 10% most central collisions.
The latter have been obtained by scaling with the average number of binary collisions for
impact parameter b < 5 fm.

ALICE will study the whole spectrum of jet production ranging from minijets,
Et > 2 GeV, to high-Et jets of several hundred GeV. Experimental considerations delineate
four distinct energy regions, which are discussed here for the 10% most central Pb–Pb
collisions at

√
sNN = 5.5 TeV . In the region Et < 20 GeV several jets overlap in one event

within the ALICE acceptance (Fig. 6.357). This means that jet identification in the traditional
sense is not possible and their presence is revealed via studies of particle correlations. For
Et < 100 GeV the jet rate >1 Hz is high enough so that, even with a read-out rate limited
by the TPC to 20–40 Hz, an event sample of O(104) jets can be collected in one effective
month of running (106 s). For Et > 100 GeV triggering will be necessary to collect jet enriched
data. Considering that for a fragmentation function analysis of the order of 104 jet events are
needed, the statistics limit is reached at about 250 GeV.

6.8.3. Jet quenching at the LHC. We will not cover the complete status of predictions for
jet-structure modifications at the LHC here. For recent reviews of this subject see Ref. [797].
Instead, we will concentrate on general results that guide us in the performance studies
presented in the following sections.

6.8.3.1. The BDMPS model. Mainly results obtained within the BDMPS [788] framework
will be discussed. The reason is that based on these calculations, Monte Carlo tools have
become available which can be used to estimate the expected jet-structure changes. Some
of the Monte Carlo results will be discussed in the following section complementing the
discussion in the present section.

A more detailed description of the BDMPS model can be found in Section 6.6.1.4.
In short, in the BDMPS model of medium-induced partonic energy loss the medium
is characterised by the transport coefficient q̂. Physically, q̂ is the average squared
transverse momentum transferred from the medium to a hard parton per unit path length



ALICE: Physics Performance Report, Volume II 1887

 / fm]2> [GeVq<
20 40 60 80 100

 a
t 1

0 
an

d 
10

0 
G

eV
A

A
R

0

0.2

0.4

0.6

0.8

1

10 GeV particle

100 GeV particle

Figure 6.358. RAA as a function of the average transport coefficient, 〈q̂〉, for 10 and 100 GeV/c
hadrons in the 10% most central Pb–Pb collisions at

√
sNN = 5.5 TeV as predicted by the Parton

Quenching Model (PQM). Figure taken from Ref. [939].

([q̂] = GeV2/fm ). Transverse momentum broadening is characterised by 〈k2
⊥
〉 ∼ q̂ Lmed,

where Lmed is the in-medium path length. The energy loss is determined by 1E = αsCRωc ∝

L2, where ωc =
1
2 q̂ L2 is the characteristic energy scale of the radiated gluons. The loss is

proportional to the strong coupling constant αs and to the Casimir factor CR and hence by a
factor 2.25 larger for gluons than for quarks. The inclusive energy distribution of medium-
induced gluon radiation depends only on ωc and a dimensionless parameter R = ωcLmed.

The transport coefficient is proportional to the density of the scattering centres and to the
average momentum transfer in gluon scattering off these centres. For cold nuclear matter the
transport coefficient is small, q̂cold ' 0.05 GeV2/fm, whereas for a QGP formed at the LHC,
q̂ may be as large as 100 GeV2/fm [797].

6.8.3.2. The nuclear modification factor. One way to quantify the effect of the medium on
the parton fragmentation is via the nuclear modification factor,

RAA(pt, η; b)=
1

〈Ncoll(b)〉

d2 N hard
AB /dptdη

d2 N hard
pp /dptdη

, (6.141)

where d2 N hard
AB(pp)/dptdη are the yields measured in A–A (pp) collisions. It measures the

deviation of nucleus–nucleus (A–A) collisions from a superposition of 〈Ncoll(b)〉 independent
nucleon–nucleon collisions. It has been demonstrated that as a consequence of the steeply
falling parton pt-spectrum and the emission of jets from the surface of the reaction volume,
RAA(pt) is almost flat for high transverse momenta as observed at RHIC [795, 796, 939].
Its absolute size is not very sensitive to the transport parameter q̂ of the medium. Model
calculations show that this situation is expected to persist at LHC energies (Fig. 6.358). A
higher sensitivity to the medium parameters can be obtained from the jet-structure observables
discussed in the following section.

6.8.3.3. Jet-structure observables. Experimentally, jets in pp-collisions are defined as an
excess of transverse energy over the background of the underlying event within a typical cone
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radius of Rc = 1.0 in the η−ϕ plane. Rc defines the geometrical size of a jet. In heavy-ion
collisions at the LHC the total (charged + neutral) energy, Eb, from the underlying event in a
cone Rc = 1 is expected to be 1.9 TeV assuming a central charged multiplicity of dN/dη =

5000 and a mean transverse momentum of 0.5 GeV/c. This is one order of magnitude higher
than the highest jet energies we want to measure. More importantly, this energy fluctuates by
1Eb = 36 GeV rendering jet identification in large cones impossible. However jet energy is
collimated and, hence, the situation changes dramatically for smaller cone sizes. Typically,
80% of the jet energy is inside a cone of Rc = 0.3, whereas the background energy scales
proportional to R2

c and its fluctuations proportional to Rc reducing them to Eb = 170 GeV and
1Eb = 12 GeV, respectively. Hence, the first question to answer experimentally is to what
extent the collimated nature of the jets persists in heavy-ion collisions and if it can be used for
their identification. On the one hand, a change of the jet shape is an interesting measurement
by itself, as it can be related to the properties of the medium. On the other hand, any significant
change will have also an influence on the jet reconstruction efficiency and energy resolution.

Jet shapes are described by the distribution of the average fraction of energy in a sub-cone
of radius R:

9(R)=
1

Njet

∑
jets

pt(0, R)

pt(0, Rc)
. (6.142)

Intuitively, it is clear that a lowering of the momenta parallel to the jet axis and an increase of
the mean momentum transverse to the jet axis leads to an increase of the jet size. Calculations
performed for a relatively modest transport coefficient of q̂ Lmed ' (2 GeV)2 (Fig. 6.359) show
that the energy inside a cone of Rc = 0.3 is reduced by only ∼5% for a jet of Et = 50 GeV
and by ∼3% for a 100 GeV jet [925]. Whereas these differences are difficult to measure, the
increase of the mean jt and in particular the increase of the tail of the distribution is already
significant (Fig. 6.360).

The same model has been used to extrapolate the range of transport coefficients consistent
with RHIC data to the LHC, and values up to two orders of magnitude higher than those used
for the model calculation shown above have been obtained [795]. Under these assumptions,
partonic energy losses would saturate (1Et = Et) even for the highest observable jet energies
and only jets coming from the surface directed outward would be observed. The model
of partonic energy loss reduces to a pure absorption model which can be quantified by a
corresponding Rjet

AA(Et).
Considering the range of possible scenarios one has to be prepared to perform the

following measurements to understand the modification of the transverse jet-structure:

• Measure Rjet
AA(Et) for different cone sizes to see whether the observed production rate is

consistent with saturated energy loss or not.
• Measure the inclusive energy distribution around the jet axis, the jet shape, as a function of

the reconstructed energy.
• Measure the jt distribution as a function of the reconstructed energy.

Whereas the transverse structure is expected to have a relatively weak dependence on the
jet energy (see, for example, Fig. 6.365 on page 1894 of the following section) the longitudinal
structure of the jet, the fragmentation function, (1/Njet)dN/dz with z = phadron/E jet

t , needs the

jet energy E jet
t as a scale. An unbiased measurement is only possible if the measured mean

cone energy can be scaled to the parton energy. In particular, a systematic underestimation of
the parton energy leads to a shift of z toward higher values canceling partially the effect of the
energy loss. This again needs a good understanding of the transverse jet-structure and good
efficiency and acceptance down to very low momenta.
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Figure 6.359. Left: The jet shape ρ(R), defined as the average fraction of energy in a sub-
cone of radius R, for 50 GeV (upper) and 100 GeV (lower) quark-lead jets which fragment in the
vacuum (dashed curve) or in a dense QCD medium (solid curve) characterised by ωc = 62 GeV
and ωc L = 2000. Right: The corresponding average medium-induced energy loss 1E for jets of
Et = 100 GeV outside a jet cone R radiated away by gluons (upper). Shaded regions indicate
theoretical uncertainties. The lower panel shows the corresponding distributions for radiated
gluons of energy larger than Ecut. Figure taken from Ref. [925]. Note that a notation for the jet
shape variable different from the text has been used, i.e. ρ(R)=9(R).

An attractive method to obtain an unbiased measurement of the parton energy is to tag
jets with prompt photons emitted in a direction opposite to the jet direction. The dominant
processes for such events are q + q → γ + g (Compton) and q + q̄ → γ + g (annihilation). On
the one hand, this coincidence technique will help localise the jets and on the other hand the
measured photon energy is equal to that of the parton before energy loss. Performance studies
for γ –jet correlations are presented in Section 6.9.

Medium-induced partonic energy loss through gluon radiation decreases the energy of the
leading particle and produces extra particles from the fragmentation of the radiated gluons.
Hence, one expects a decrease of the number of particles carrying a high fraction z of the jet
energy and an increase of the number of particles with low z. Since z spans typically three
to four orders of magnitude using the variable ξ = ln(1/z) is a convenient way to represent
the fragmentation function. The particular shape of the distribution dN/dξ (Fig. 6.361) is
called hump-backed plateau. Its calculation and comparison to data represent a standard
test of the interplay between probabilistic parton splitting and quantum coherence in QCD.
Medium-induced partonic energy loss distorts the shape of the plateau in a characteristic way
(Fig. 6.361) [941].
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Figure 6.360. jt-broadening calculated using the BDMPS formalism. Comparison of the vacuum
and medium-induced parts of the gluon multiplicity distributions inside a cone size Rc = θc ,
measured as a function of jt with respect to the jet-axis. Removing gluons with energy smaller
than Ecut from the distribution (dashed and dotted lines) does not effect the high- jt tails. Note
that a notation different from the text has been used in the figure, i.e. kt = jt. Figure taken from
Ref. [925].

6.8.4. Monte Carlo production. The simulation of jet production in heavy-ion collisions at
the LHC is confronted by two challenges. First, there exists no full Monte Carlo algorithm
for parton energy loss based on solid theoretical justifications, and secondly, simulation of jet
production at high Et would demand prohibitively long runs to simulate a number of events
that is commensurable with the expected number of detected events in the experiment. As
already outlined in Volume I of the ALICE Physics Performance Report [3], our general
strategy for the Monte Carlo simulation of hard and rare processes in Pb–Pb collisions at
the LHC consists in simulating hard processes in pp collisions and embedding them in the
underlying event of the Pb–Pb collisions simulated using the HIJING v1.36 [42, 67] event
generator.

The pp generators have to be adapted to simulate initial and final state modifications
due to the nuclear environment. Initial state effects are taken into account by the
modification of the parton density function inside the nucleon, for example using the EKS98
parametrisations [779, 938]. It has been shown that the influence on the transverse jet energy
and pseudorapidity spectrum are small (< 3%) for production of jets with Et > 20 GeV [797].
Final state effects in high-Et jet production in heavy-ion collisions at the LHC are expected
to be dominated by the energy loss through medium-induced gluon radiation. While no
state of the art event generator exists to simulate these effects, various phenomenological
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Figure 6.361. The single inclusive hadron distribution as a function of ξ = ln(Ejet/phadron). Data
taken from e+e− collision experiments TASSO and OPAL. Lines through data obtained from
Modified Leading Logarithmic Approximation (MLLA) results. Dashed and dashed-dotted curves
labeled ‘in-medium’ are calculated using the model describe in Ref. [941]. Figure taken from
Ref. [941].

approaches can still yield valuable insight. CMS (PYQUENCH [942]) and ALICE (with
AliPythia::Quench as part of the AliRoot simulation framework [930, 943]) have started
efforts to use the PYTHIA event generator with afterburners acting on the final state partons
as a simplified model for medium-induced gluon radiation.

6.8.4.1. Simulation of jet production with PYTHIA. High-pt parton production was
simulated using the PYTHIA event generator in pp mode with CTEQ5L [825] parton
distribution functions. Depending on whether the jet quenching effect is simulated or not, the
partonic system after final state gluon radiation, is subsequently hadronised or first passed
through an afterburner as described in the next section. After event generation, jets are
reconstructed at the final state particle level using the PYCELL routine of PYTHIA with a
cone radius Rc = 1. If at least one jet with Et > 10 GeV is found within the fiducial region
|ηjet|< 0.5, the event is recorded. Since the production cross section varies by about five
orders of magnitude in the range Et = 20–200 GeV, the events have been simulated in 13 bins
[phard

t (i) . . . phard
t (i + 1)] with phard

t (i + 1)/phard
t (i)= 1.2 from 20 to 180 GeV. Here, phard

t is
the transverse momentum of the partons in the rest frame of the hard interaction. Within one
bin the production cross section varies approximately by a factor of three.

The agreement of single inclusive jet production spectra as a function of E jet
t and ηjet with

NLO calculations has already been demonstrated in Section 6.8.2. However, more important
for our physics performance studies is the correct simulation of the phase-space distribution
of particles associated with the jet: jet fragmentation and jet shape. On the one hand, they
represent the reference for measuring the modification of the jet-structure due to medium-
induced gluon radiation and on the other hand, they determine the influence of our cuts on jet
cone size and transverse momentum on the jet reconstruction efficiency and the resolution.
During the past years, experiments have collected an impressive amount of information
about multi-particle production in hadronic jets. Fragmentation studies are sensitive to both
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Figure 6.362. Comparisons of PYTHIA and PHOJET predictions with CDF data for the average
number of charged particles in an event (left plot) and in the leading jet (right plot) as a function
of the transverse momentum of the leading charged jets. Figure taken from Ref. [944].

Figure 6.363. The average fraction of jet transverse energy outside a cone R = 0.3, which is
notated 1 −9(0.3/R), as a function of the transverse momentum of the jet with 0.1< |yjet

|> 0.7
as measured by the CDF collaboration. The prediction of PYTHIA-Tune A (solid line), PYTHIA
(dashed-dotted line) and HERWIG (dashed line) are shown for comparison. Figure taken from
Ref. [945].

multi-gluon emission from the primary final state partons and to the proton remnants. They
provide an important test of underlying event and fragmentation models in Monte Carlo
programs and have been used to tune the parameters of these models.

In particular, PYTHIA was tuned to reproduce the charged-particle multiplicity [944]
(Fig. 6.362), jet shapes [945] (Fig. 6.363) and momentum distributions [946] (Fig. 6.364)
over a wide range of jet energies (PYTHIA Tune-A [947]). The tuning includes enhanced



ALICE: Physics Performance Report, Volume II 1893

z = p/P(charged jet1)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

F
(z

) 
= 

d
N

/d
z

10
-1

1

10

10
2

CDF Min-Bias
HERWIG
ISAJET
PYTHIA 6.115

CDF Min-Bias
HERWIG
ISAJET
PYTHIA 6.115

CDF Min-Bias
HERWIG
ISAJET
PYTHIA 6.115

CDF Min-Bias
HERWIG
ISAJET
PYTHIA 6.115

PT(charged jet) > 5 GeV/c

Figure 6.364. Momentum distribution of charged particles (pt > 0.5 GeV/c, |η|< 1 within the
leading charged jet as measured by the CDF collaboration. The points are the charged number
density, F(z)= dNchg/dz, where z = p/pjet is the ratio of the charged-particle momentum to
the charged jet momentum. The predictions of HERWIG, ISAJET and PYTHIA are shown for
comparison. Figure taken from Ref. [946].

contributions from initial state gluon radiation and secondary parton interactions between
remnants, and leads to a satisfactory description of the present data. Using the tuning
obtained from pp data at

√
s = 1800 GeV for

√
sNN = 5500 GeV should introduce only small

systematics because the
√

s dependence of the fragmentation is expected to be small. For
example, we compare the jet shapes as obtained from our PYTHIA production with the
parametrisation provided by the D0 collaboration [948] (Fig. 6.365).

6.8.4.2. Simulation of in-medium energy loss by gluon radiation. Partonic energy loss
through medium-induced gluon radiation has been implemented as an afterburner acting on
the partonic event generated by PYTHIA. The procedure is the following:

1. Generate the jet production point (x, y) in the transverse overlap region of the two nuclei
and its direction of flight in the transverse plane with respect to the reaction plane. The
density of production points ρcoll(x, y) is taken proportional to the product of the transverse
nuclear densities TA,B

ρcoll(x, y; b)= TA(r1, b)TB(r2, b) , (6.143)

where r1(x, y) and r2(x, y) are radial coordinates in the nuclei A and B, respectively,
and the transverse density is obtained by averaging the Wood–Saxon nuclear profile
ρWS(x, y, z) over the beam direction z:

TA,B(x, y)=

∫
dz ρWS(x, y, z) . (6.144)

2. The determination of the energy loss parameters R and ωc is performed as in the Parton
Quenching Model (PQM) [795]. A local transport coefficient along the path of the parton,
parametrised by the path-length s, starting at the production point (x0, y0) in direction
(tx , ty) is defined as

q̂(s; b)= k × ρcoll(x0 + stx , y0 + sty; b) , (6.145)
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Figure 6.365. Jet shapes as simulated with PYTHIA (histograms) are compared with the D0
parametrisation (continuous curves) [948]. The dotted histograms are results using standard
PYTHIA and the solid ones have been obtained with PYTHIA Tune-A.

where k is a free parameter that sets the scale of the transport coefficient. The parameters R
and ωc determine the energy loss distribution P(1E, R, ωc) [791, 949] and are calculated
from

In =

∞∫
0

sn q̂(s; b)ds (6.146)

ωc = I1 (6.147)

R = 2I 2
1 /I0. (6.148)

3. For each parton pi of energy Ei emerging from the hard 2 → 2 process, we
generate randomly the total energy loss 1E using the probability density function
Pq,g(1E, Ei , R, ωc). Then for all final state partons pf of the parton shower induced by
pi , we reduce the energy component parallel to pi by a factor z = 1 −1E/Ei keeping the
transverse component constant. Total energy and momentum, up to the scale of the mass
of the partons, are conserved by putting additional independently fragmenting gluons on
the PYTHIA stack. The number of additional gluons Ng is calculated from Ng = 1/z. This
insures that none of the radiated gluons has a momentum larger than the leading parton
remnant26.

4. The event is hadronised using PYTHIA.

26 In an earlier version of the code, which was used for the data challenge, the maximum number of gluons has been
limited to 5. This limitation has been removed to study large 〈q̂〉 values [950].
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Figure 6.366. The energy loss distribution for 100 GeV jets produces in pp collisions at
√

s = 5.5 TeV obtained using the PQM model for two values of 〈q̂〉: 1.7 GeV2/fm (solid line)
and 50 GeV2/fm (dashed line).

Fig. 6.366 shows the energy loss distribution for 100 GeV partons obtained using
the PQM model for two values of 〈q̂〉 : 1.7 GeV2/fm and 50 GeV2/fm. The lower value
corresponds to a mean energy loss of 20 GeV which is the same energy loss as used for
the calculation of the jet-shape shown in Fig. 6.359. However, the latter has been obtained
assuming a constant in-medium path-length.

As illustrated in Figs. 6.367 and 6.368, the toy model reproduces at least qualitatively
some important features of theory predictions: a small broadening of the jet shape and the
deformation of the hump-backed plateau. Also shown in Fig. 6.367 is the distribution of
energy contained in low-momentum particles. As can be seen, even a relatively small transport
coefficient leads to sizable increase of energy carried by low-momentum charged particles.
From the experimental point of view, it is important to measure these particles in order to
avoid a systematic underestimation of the parton energy.

The model does not include the increase of particles with high transverse momentum
perpendicular to the jet axis, which results from the pt-kick received by the leading particles.
However, the radiated gluons produce extra particles at low jt (Fig. 6.369).

One can only speculate about what will happen for very large values of 〈q̂〉, i.e. if the
critical gluon energy is much higher than the energy of the radiating parton. In particular, one
cannot expect that the theory still gives self-consistent results. As can be seen from Fig. 6.366,
a large fraction of partons suffer a complete energy loss and all the energy is in the radiated
gluons. It is plausible that this leads to a sizable change of the jet size and thus, to a suppression
of the jet rate measurable as the nuclear modification factor for jets, Rjet

AA(Et) [940]. In this
case, as for leading particles, a surface bias has to be taken into account (Fig. 6.370).

6.8.4.3. Full event simulation and reconstruction. Full event simulation and reconstruction
is performed within the AliRoot framework developed within the ALICE Offline project. In
short, the primary event is generated using external event generators: PYTHIA for jets and
HIJING for the underlying events. Final state and undecayed long-lived particles are passed
to the transport code (GEANT3 [951]) which simulates the trajectory of particles, their decays,
as well as their interactions with the detector materials and generates the hit data representing
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the detector response. The hit data is used to generate in a digitization process simulated raw
data (digits). In order to be able to merge signal and underlying events, ‘summable digits’,
are produced in an intermediate step. These are essentially digits before noise is added and
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in reconstructed jets of the same energy using Rc = 1 for no quenching (solid line) and for
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before zero-suppression is applied. In this way, each subset of five jet events were merged with
the same background event resulting in a final statistics which is five times higher than the
number of generated background events. Subsequently, the merged events are digitized and
passed to the AliRoot reconstruction algorithm to produce the Event Summary Data (ESD)
used for analysis.

Two event samples have been produced, one containing unquenched and one containing
quenched jets. Each event sample covers 13 phard

t -bins as described above. Since we have
equalised the statistics over a wide Et-range the final statistics is almost constant (3000
events) for a Emin

t -cut between 50 GeV and 150 GeV. For Emin
t = 100 GeV this corresponds

approximately to the number of jets on tape for a few days of untriggered running.
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6.8.4.4. Fast simulation. Due to computing time requirements, full event simulation is
statistics limited. Furthermore, only a limited parameter-space for quenching scenarios can be
covered. It will be clear from the discussions in the following sections that jet reconstruction
is not very much influenced by the details of the detector acceptance and resolution but rather
by the high multiplicity and, in case of charged jet reconstruction, by the charged-to-neutral
fluctuations. This is an ideal case to employ fast simulations in which the acceptance and
resolution are parametrised and applied directly to the particles of the primary event.

For the barrel tracking TPC + ITS we use the following fast simulation procedure:

1. Select charged particles within the TPC acceptance, |η|< 0.9.
2. Apply detector acceptance filter by setting the acceptance in the 2◦ ϕ-region between read-

out chambers to zero.
3. Apply tracking efficiency filter: 99% tracking efficiency for high-pt particles (pt >

500 MeV/c) and (99 − 67 × (0.5 − pt))% for (pt < 500 MeV/c).
4. Apply momentum smearing: 1p = 0.01p

√
0.752 + 0.082 p2. The momentum resolution

1p/p is 8% at 100 GeV.

For the EMCal response, energy from all neutral particles within the acceptance |η|< 0.5
and 60◦ < ϕ < 180◦, except neutrons and K0

L, is taken into account and added to the energy
from charged particles. This represents a simplification of the actual response. In reality,
neutral hadrons deposit about 25% of their energy.

6.8.5. Characteristics of the background from the underlying event

6.8.5.1. Background for jet reconstruction. The main limitation for jet reconstruction in
heavy-ion collisions results from the amount of background energy from the underlying event
inside the jet cone and the fluctuation of this energy. Figure 6.371 compares the background
energy from charged particles within a cone of size Rc to the energy from jets of different
energies. The background energy that varies proportional to R2

c has been calculated for
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transverse momentum thresholds from 0 to 2 GeV/c. For cone sizes used for jet reconstruction
at hadron colliders Rc = 0.7 to 1, the background energy exceeds the jet energy even for the
highest jet energies considered here. The background can be reduced either by reducing the
cone size or by applying a transverse momentum cut or both. These cuts reduce, to a much
lesser extend, the signal energy (Fig. 6.372).

Of even higher importance are the background fluctuations. Event-by-event jet
reconstruction is only possible if the signal energy is much higher than the background
fluctuations. To reconstruct the jet energy the background energy has to be estimated and
subtracted from the cone energy. There are three contributions to the background fluctuations:

1. Fluctuations caused by event-by-event variations of the impact parameter for a given
centrality class. These fluctuations are proportional to the total energy inside the cone and
hence proportional to R2

c . The energy variations are correlated between different regions
in the η−ϕ plane. Thus, they can be reduced by estimating the background energy within
the cone from the energy or particle multiplicity outside the cone.

2. Poissonian fluctuations of uncorrelated particles. The r.m.s., 1Ebg, of these fluctuations is
given by:

1Ebg =
√

N
√

〈pt〉
2 + σ 2

pt
, (6.149)

where N is the mean number of particles within the cone, 〈pt〉 the mean transverse
momentum, and σpt the r.m.s. of the transverse momentum spectrum. These fluctuations
are proportional to Rc.

3. Since the dominant source of medium and high-pt particles are jets, not all particles are
uncorrelated. This leads to fluctuations which are higher than the lower limit given by the
Poissonian fluctuation of N uncorrelated particles.
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Figure 6.373. Different contributions to the background fluctuations as a function of the cone
size Rc for the 10% most central Pb–Pb collisions simulated with HIJING unquenched (upper)
and quenched (lower).

In Fig. 6.373 we plot the background fluctuations as a function of the cone size for
HIJING unquenched and quenched. The total, including the impact parameter fluctuations,
can in principle be reduced by optimising the background estimation techniques (see next
section) down to the level of region-to-region fluctuations, i.e. fluctuations of energy in a cone
of given size for different cone directions in the same event class of equal central multiplicity.
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Figure 6.374. The hump-backed plateau for 100 GeV jets compared to the contribution from the
background of the underlying event for different sub-cone sizes R.

Region-to-region fluctuations as they are caused by uncorrelated particles (Poissonian limit)
are shown for comparison. Without transverse momentum threshold, the region-to-region
fluctuations coincide with the Poissonian limit; the bulk of low-pt particles is uncorrelated.
However, for a pt-threshold of 2 GeV/c there is a clear difference (about 30%) between the
observed region-to-region energy fluctuations and the Poissonian limit caused by correlated
particle production. As expected, in HIJING unquenched the correlations are more important
than in HIJING quenched. Furthermore, since for a large pt threshold the cone energy is
largely reduced, the impact parameter fluctuations are not important.

6.8.5.2. Background for jet-structure observables. As demonstrated in the previous section,
small cone radii Rc = 0.3–0.4 and a transverse momentum threshold pmin

t = 1–2 GeV/c are
needed to identify and reconstruct jets in central Pb–Pb collisions at the LHC. For jet-structure
analysis, these restrictions do not apply. Whereas the remnants of the leading particles lie
inside the reconstruction cone, particles produced by medium-induced gluon radiation are
expected to be observable at transverse momenta, which are small compared to the jet energy
and also partially outside the cone used for reconstruction. In this section, we show which
signal-to-background ratios can be expected in these regions.

Hump-backed plateau. For 100 GeV jets in the region ξ < 4 corresponding to pt >

1.8 GeV/c, the leading particle remnants can be observed with a S/B> 0.1 (Fig. 6.374).
Due to the scaling with jet energy this corresponds to ξ < 3.3 and ξ < 4.7 for 50 GeV and
200 GeV jets, respectively. As shown in the previous section, particles from medium-induced
gluon radiation are expected to show up predominantly in the region 4< ξ < 5. In this region,
for 100 GeV jets the S/B is in the order of 10−2.

Momentum transverse to jet axis. The jt-distribution for jets has the property that its shape
can be measured in any sub-cone region around the jet axis (Fig. 6.375). On the contrary,
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Figure 6.375. The distribution of momenta transverse to the jet-direction, (1/Njet)dN/d jt, for
particles inside 100 GeV jets for different sub-cone sizes R (upper) and for particles from the
background of the underlying event for different sub-cone sizes R (lower). For comparison with
the background distributions, the signal is shown for a sub-cone size of R = 0.4.

uncorrelated particles from the underlying event need a large angle with respect to the jet
axis in order to have a large momentum perpendicular to the jet axis. Hence, measuring the
jt-distribution within a small radius preserves most of the signal, and reduces significantly the
background. Only for jt < 300 MeV/c the background largely dominates decreasing the S/B
ratio to 10−2.
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Figure 6.376. The jet energy distribution (1/Njet)dE/dR (upper) and the charged number density
(1/Njet)dN/dR (lower) averaged over rings R . . . R + dR around the jet axis is compared to the
corresponding distribution of energy from uncorrelated particles.

Jet-shape. In Fig. 6.376 (upper panel), we compare the distribution (1/Njet)dE/dR averaged
over rings R, . . . , R + dR around the jet axis to the corresponding distribution of energy from
uncorrelated particles. No transverse momentum threshold was applied. Observing energy of
the order of a few GeV radiated outside a cone of R = 0.4 is a challenge. Whereas close to
R = 0.4 the S/B ratio is about 10−1, it decreases rapidly to 10−2 for the largest radii. Since
for jets R and pt are correlated (R × pt ' 〈 jt〉) applying a transverse momentum will lead
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to a sizable reduction of the signal at large R (Fig. 6.376 (lower panel)). On the contrary,
it is clear that very good low-momentum capabilities are needed to study the jet shape
observable.

6.8.6. Jet reconstruction in central Pb–Pb collisions

6.8.6.1. Jet finder algorithm for heavy-ion collisions. Jet-finding techniques for QCD studies
are well established for pp, ep and e+e− collisions. Due to the presence of a high background
from the underlying event these algorithms will not work without modification for the study
of jets in heavy-ion collisions. For this purpose a jet finder (HIJA) based on the UA1 cone-
type algorithm [952] was developed [953, 954]. In this algorithm, the jet is defined as a
group of particles in a cone of fixed radius in the plane defined by the azimuth (ϕ) and
pseudorapidity (η). Since the time the UA1 algorithm was developed, there have been several
refinements to make it more suitable for the comparison to next-to-leading order perturbative
QCD calculations. These are of no importance for the study of jets in heavy-ion collisions, as
the uncertainties are dominated by effects due to the underlying event.

In the case of ALICE, input to HIJA is an energy grid in the (η, ϕ)-plane filled by a
combination of charged-track transverse momenta (pt) and, if present, transverse energies
(Ecell

t = E sin θ , where E is the total energy of the calorimeter cell and θ is the polar angle
of the cell) measured by the electromagnetic calorimeter. In order to reduce the contribution
from uncorrelated background particles, the contribution from charged tracks with pt < pcut

t
is excluded from the grid. Typically, we use pcut

t = 2 GeV/c, which rejects 98% of the
background energy.

Neutral energy is only measured in the calorimeter while charged hadronic energy is
registered in the tracking detectors and in the calorimeter. To correct for the double counting
of energy, the estimated energy deposited by charged hadrons in the calorimeter is subtracted
on a track-by-track basis using a parametrised energy deposition EHC

t (η, pt).

6.8.6.2. Jet finder. The algorithm consists of the following steps:

(1) Estimate the average background energy per grid cell Ebg
t from all grid cells.

(2) Sort cells in decreasing cell energy E i
t .

(3) For at least 2 iterations, and until the change in Ebg
t between two successive iterations is

smaller than a set threshold:

(a) Clear the jets list.
(b) Flag all cells outside a jet.
(c) Execute the jet-finding loop for each cell, starting with the highest cell energy. If

E i
t − Ebg

t > E seed
t , where E seed

t is a chosen threshold cell energy, and if the cell is
flagged as being not inside a jet, treat it as a jet-seed candidate and execute the
following steps:
(i) Set the jet-cone centroid to be the centre of the jet seed cell (ηC, ϕC) = (ηi , ϕi ).

(ii) Using all cells with
√
(ηi − ηC)2 + (φi −φC)2 < Rc of the initial centroid,

calculate the new energy weighted centroid to be the new initial centroid. Repeat
the centroid calculation iteration until the difference between two subsequent
centroids shifts by less than one cell.

(iii) Store the centroid as a jet candidate and flag all cells within the cone as inside a
jet.
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(d) Recalculate the background energy Ebg
t using a background calculation routine

(described later).
(e) For each jet candidate, calculate the energy by summing the energies of the cells in the

cone and subtracting the background. A jet has been found, if the jet energy is greater
than Econe

t , the minimum allowed cone energy.

Note that in the following we use Econe
t for the energy inside the jet cone and E rec

t for the
reconstructed energy, i.e. the cone energy divided by the mean fraction of the generated jet
energy inside the cone.

6.8.6.3. Background subtraction. Precise estimation of the background energy contribution
inside the jet cone is necessary for accurate reconstruction of the jet energy. Systematic
under- or overestimation of the background energy has to be avoided and the variance of
the difference between true and reconstructed energy has to be reduced to a minimum.

The simplest approach, called here the statistical method, is to calculate an average
background energy obtained from N jet-free events for different centrality classes. The best
estimate of the background contribution is obtained by scaling this energy with the ratio K
between the area of the jet cone and the total area of the η−ϕ-plane:

E stat
bg = K ×

〈 ∑
pt>pth

t

pt

〉
N

.

As shown in Fig. 6.373 on page 1900, this approach is limited by impact parameter
fluctuations. In order to minimize this effect, event-by-event estimation methods were
developed. The event-by-event methods rely on the assumption that the background energy
is uncorrelated with the jet and therefore the background energy inside the jet cone is
proportional to the background energy outside the cone. Two methods have been investigated;
the cone- and ratio-methods. A detailed comparison of the methods for ALICE including
EMCal has been presented in [954]. It uses a full simulation of the calorimeter and a fast
simulation of the charged particle tracking. Here, we present the results obtained for charged
particles only with full simulation and reconstruction of central Pb–Pb collisions.

In the cone method the background energy contribution inside the jet cone is calculated
summing the energy in all the grid cells outside the cone of an identified jet and scaling with
the ratio between jet cone area and total area, taking into account the dE/dη distribution.

Econe
bg = K ×

∑
pt>pth

t , R>Rc

pt.

The ratio method consists of finding the ratio, F(pmin
t )= Ecuts

bg /Enocuts
bg , by calculating

the average of the total energy in the grid with a pt-cut divided by the grid energy without
a pt-cut. Event-by-event the background energy is estimated by multiplying the background
energy of the event without pt-cut with F(pmin

t ):

E ratio
bg = F × K ×

∑
R>Rc

pt

with

F(pmin
t )=

〈∑
pt>pth

t
pt

〉
N〈∑

pt
〉
N

.

The error on the estimated cone energy, which is the r.m.s. of the difference between
the estimated and the true cone energy, has been studied for the jet reconstruction algorithm
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Figure 6.377. R.m.s. of the difference between the actual summed background energy within
varying cone radii (Rc) and the background energy calculated using the statistical, cone and ratio
method, respectively. Results for four different transverse momentum thresholds for the charged
particles (0, 0.5, 1.0, 2.0 GeV/c) are presented.

parameters, cone size Rc and transverse momentum threshold pth
t . For this study we used

5 000 central HIJING events (charged hadron multiplicity dNch/dη = 5000) transported
through the full ALICE set-up and reconstructed with the standard reconstruction algorithms.
On an event-by-event basis, we select a cone pointing in a random direction within the ALICE
charged-particle (η, ϕ) acceptance reduced to a fiducial area ensuring that the entire cone
is contained in the acceptance. The cone energy, Ec, is calculated by adding the transverse
momenta, above a minimum threshold value, of all reconstructed charged hadrons. The
difference,1E , between this value and the value obtained from the three different background
estimation methods is calculated:

1E (stat, cone, ratio)
(
R, pth

t

)
= Ec

(
R, pth

t

)
− E (stat, cone, ratio)

bg

(
R, pth

t

)
.

In Fig. 6.377 we show the r.m.s. of 1E as a function of the cone size for four different
charged particle thresholds, 0, 0.5, 1.0 and 2.0 GeV/c. In general, with the ratio method the
smallest r.m.s. values are obtained. However, for small cone sizes, the differences between the
cone and the ration method are not relevant. For a cone size Rc = 0.4, applying a pt cut of
1 GeV/c (2 GeV/c), reduces the r.m.s. from 12 GeV to 7.0 GeV (4.5 GeV).

6.8.6.4. Intrinsic jet reconstruction performance. As described in the previous section,
fluctuations of the reconstructed jet energy due to the background energy inside the jet cone
can be reduced by applying appropriate cuts on the cone size and transverse momenta of jet
particles. However this leads to a reduction of the reconstructed energy, which by itself causes
fluctuations of the reconstructed jet energy, the out-of-cone or signal fluctuations.



ALICE: Physics Performance Report, Volume II 1907

6.8.6.5. Importance of fluctuations: bias induced by the production spectrum. Due to the
steeply falling jet-production spectrum as a function of increasing Et, fluctuations from an
energy of the produced jet Eprod

t to a higher than average reconstructed energy E rec
t are much

more probable than the inverse. This causes effects that have been discussed in detail in the
context of the RHIC particle correlation results. To give an example, for leading particle
analysis the reconstructed jet energy is proportional to the transverse momentum of the
leading particle. For a fixed jet energy, it carries on the average about 17% of the energy. For a
fixed reconstructed energy interval, we have to consider contributions from lower energy jets
that have a harder than average longitudinal fragmentation and higher energy jets with a softer
than average fragmentation. The former are more important due to their higher production
rate. As a consequence of this bias, the average energy fraction carried by leading particles
is ' 60%.

Other reconstruction and analysis cuts, will lead to similar bias due to the combined effect
of fluctuations of the fragmentation function and the steeply falling production spectrum. For
examples:

• The cut on the jet cone-size enhances more collimated jets.
• Reconstructing jets from charged particles only enhances jets with a larger than average

charged particle fraction.

However, more important are fluctuations directly related to the physics of energy loss in
partonic matter since they lead to a lower than average energy loss in the observed jet sample.
They are related to:

• The jet production point and direction of flight. Production points closer to the surface of
the interaction volume and directed outward are preferred.

• The energy loss distribution has a finite probability of none or only small energy loss. The
distribution will be biased toward smaller energy losses.

In principle, the production spectrum induced bias can be eliminated by considering
fully reconstructed jets. To what extend the bias can be reduced in central Pb–Pb collisions
at the LHC for which reduced jet cone sizes are needed for reconstruction is one of the
central questions for the jet physics performance evaluation, and is addressed in the following
sections.

6.8.6.6. Resolution for monochromatic jets. To get a basic understanding of the signal
fluctuations for jets reconstructed under typical LHC conditions, i.e. reduced cone size,
transverse momentum cuts, we first discuss the resolution function for monochromatic
jets. Since the underlying physical process is a parton shower with gluon radiation we
have to distinguish relatively small Gaussian fluctuations around a mean value from rare
‘catastrophic’ events in which at least one relatively hard gluon has been radiated outside
the jet cone. These fluctuations lead to a low energy tail. Another type of fluctuation can
occur due to limited detector acceptance. In this case in a fraction of events proportional to
the inefficiency, one or several of the leading jet particles are not reconstructed and do not
contribute to the cone energy. Again these fluctuations lead to low energy tails.

The features described above are illustrated in Fig. 6.378 which shows the spectra of
cone energies for mono-energetic jets of 100 GeV generated by PYTHIA for different cuts
and idealised detector configurations. Jets were reconstructed using the PYCELL algorithm
of PYTHIA with a cone size of Rc = 0.4. As explained above, the limited cone size alone
leads already to a low-energy tail. This tail is enhanced if detector effects are included. The
charged particle plus EMCal configuration is almost blind to neutrons and K0

L increasing
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Figure 6.378. Spectra of reconstructed energy for a generated jet energy of 100 GeV for different
cuts (upper) and for different detector configurations (lower). A cone size of Rc = 0.4 has been
used. Counts are for 10000 input jets.

the population of the tail by more than a factor of two. The charged jet reconstruction
is completely dominated by the charged to neutral fluctuations which result in an almost
Gaussian response function with a mean value at about half the input energy and a 1Et/Et

of 40%.
Assuming an ideal detector and applying a pt-cut of 2 GeV/c we expect a cone energy

of 88 GeV with central Gaussian fluctuations of 10%. It is important to note that within a



ALICE: Physics Performance Report, Volume II 1909

Table 6.94. Intrinsic jet energy resolution, cone energy and reconstruction efficiency for different
jet energies and cuts.

Ejet r.m.s. [GeV] Econe
t /E jet

t

Rc = 0.4
50 GeV 7.4 0.80

100 GeV 14.1 0.85
200 GeV 32.0 0.88

Rc = 0.4, pt > 1 GeV/c
50 GeV 7.5 0.77

100 GeV 14.6 0.84
200 GeV 32.0 0.87

Rc = 0.4, pt > 2 GeV/c
50 GeV 8.4 0.69

100 GeV 14.8 0.80
200 GeV 32.2 0.85

Rc = 0.4, pt > 2 GeV/c
Ideal charged-particle measurement and ideal electromagnetic calorimetry

50 GeV 9.4 0.63
100 GeV 17.4 0.74
200 GeV 36.6 0.77

Rc = 0.4, pt > 2 GeV/c
Ideal charged-particle measurement only

50 GeV 9.0 0.43
100 GeV 18.4 0.48
200 GeV 38.0 0.51

1σ fluctuation of the energy the jet production cross section varies by almost a factor of
two. Hence, a meaningful evaluation of the jet energy resolution and reconstruction efficiency
cannot be performed without taking into account the production spectrum as discussed in the
next section. In particular, jets in the low energy tail of the resolution function are ‘buried’
below lower energetic jets with much higher production cross section and, hence, the amount
of jets in these tails is a measure of the reconstruction inefficiency.

To be more quantitative, Table 6.94 summarises for jet energies of 50, 100 and 150 GeV,
the fraction of energy inside the jet-cone and the resolution for different jet reconstruction
cuts and idealised detector configurations. The resolution is defined as the r.m.s. of the cone
energy distribution. This definition is by no means unique; it is rather an indication of the
quality of jet reconstruction for different cuts and detector configurations.

Figure 6.379 shows for jets with Et = 100 GeV the variation of the cone energy and
resolution with cone size and pt-cuts. Complete calorimetry is assumed, i.e. we consider
here the limiting resolution without considering detector effects. In order to illustrate the
influence of the background fluctuations they have been added to the signal fluctuation for
the case pt > 1 GeV/c. As can be seen, cone sizes in the range 0.3< Rc < 0.5 result in
optimal limiting resolution of 1Et/Et ' 22%. This of course depends on the actual particle
multiplicity and has to be optimised once data become available.

The resolution of charged jets is dominated by the charged-to-neutral fluctuations. To
optimise the charged jet identification efficiency the signal energy has to be much larger
than the background fluctuations 1Ebg

t . Requiring Et > 31Ebg
t for Et > 30 GeV implies

again cone cones sizes in the range 0.3< Rc < 0.5 and transverse momentum thresholds of
1–2 GeV/c.
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6.8.6.7. Production rate weighted resolution functions. The spectrum of reconstructed
energy dN/dE rec

t is related to the production spectrum dN/dEt by

dN

dE rec
t
(E rec

t )=

∞∫
0

dE ′

t
dN

dE ′
t
(E ′

t)w(E
rec
t , E ′

t),

where w(E rec
t , E ′

t) is the conditional probability that a jet of energy E ′
t has reconstructed

energy E rec
t . The approximate power-law shape of the production spectrum is almost

unmodified by a Gaussian resolution with constant relative width σE t/Et. Hence, in general
the production spectrum can be obtained from the measured cone-energy spectrum through
deconvolution. However, for jet shape analysis we are interested in the contributions to a
sample of constant reconstructed energy and, hence, for a fixed energy E rec

t or Econe
t in the

distribution
dN

dEt
=

dN

dEt
(Et)w(E

rec
t , Et) .

As discussed above, the steeply falling production spectrum favours contributions from
jet energies with Et < E rec

t and, hence, mainly the high-energy tail of the resolution function
w(E rec

t , Et) is important for the input cocktail. For example, for a power-law production
spectrum ∼ 1/En

t and a Gaussian resolution function with constant relative widthw = σE t/Et

the most probable energy E0
t contributing to the reconstructed energy Et is Et/0.5(1 +√

1 + 4w2(n + 1)). For charged jets with an intrinsic resolution limit of w = 0.4, the shift
amounts to a factor of 1.64, for ideal jet reconstruction with Rc = 0.4 and pt > 2 GeV/c,
this factor is reduced to 1.03. Using these factors and the mean reconstructed energies from
Table , bins of cone energies can be chosen so that the input spectrum is centred around a
chosen energy E0

t . Figures 6.380 and 6.381 illustrate this for E0
t = 100 GeV and for different

experimental set-ups and for charged jet reconstruction with E0
t = 50, 100 and 150 GeV,

respectively.

Parton energy selectivity. The parton-energy selectivity obtained for a given cone energy bin
can be expressed by the range of parton energy which contains 90% of the events. Table 6.95
shows these ranges for various most probable parton energies E0

t and experimental set-ups.
Even for the charged jet energy resolution of 1E/E = 40% one still obtains a reasonable
selectivity on the parton energy. It is improved by including electromagnetic calorimetry.



ALICE: Physics Performance Report, Volume II 1911

Generated energy [GeV]
20 40 60 80 100 120 140 160 180 200

/(
A

B
) 

[n
b

/G
eV

]
T

/d
E

σd

-310

-210

-110

1
> 2 GeV/c
t

R = 0.4, pc

γCharged + 
Charged

Figure 6.380. Spectrum of generated energies selected by fixed ranges of energies of jets
reconstructed with different experimental set-ups. The bins of reconstructed energy are chosen
so that the generated energy peaks at E0

t = 100 GeV.

Generated energy [GeV]
0 20 40 60 80 100 120 140 160 180 200

/(
A

B
) 

[n
b

/G
eV

]
T

/d
E

σd

-210

-110

1

10

 <   40 GeVcone
T  30 < E

 <   80 GeVcone
T  70 < E

 < 120 GeVcone
T110 < E

Figure 6.381. Spectrum of generated energies selected by fixed ranges of energies of charged jets.
The bins of reconstructed energy are chosen so that the generated energy peak at E0

t = 50, 100 and
150 GeV.

Table 6.95. The range of Et containing 90% of the selected produced jets for different detector
configurations for Rc = 0.4 and pt > 2 GeV/c.

Emin
t − Emax

t (90%) [GeV]

E0
t [GeV] Leading Particles TPC TPC+EMCal Ideal calorimetry

50 25–85 30–75 40–70 40–60
100 60–140 70–145 75–125 85–112
150 90–180 110–175 130–170 135–160
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Figure 6.382. The ratio between cone energy and generated energy, Econe
t /E Jet

t , as a function
of the generated energy (circles), for which the r.m.s. values are shown as error bars, and as a
function of the reconstructed energy (squares). The former is equivalent to the ratio obtained from
monochromatic jets whereas the latter contains the bias induced by the input spectrum. Note that
for leading particles Econe

t = pleading
t .

Production spectrum bias. Another way to quantify the expected selectivity is to use
the ratios between reconstructed energy of the jet and parton energies and compare
monochromatic jets with jets from a realistic input spectrum (Fig. 6.382). As explained above,
for leading particles the ratio is 17% for monochromatic jets and increases to 58% due to the
production spectrum bias. This bias can be decreased by using reconstructed charged jets and
further reduced using electromagnetic calorimetry plus charged particles. In the latter case,
73% of the energy of a monochromatic jet can be reconstructed. The production spectrum
bias increases this only by a factor of 1.2, which is a significant improvement with respect to
the factor 3.4 expected for leading particle analysis.

Selection efficiency. Another important aspect is the fraction of partons above a given
energy which can be selected by cutting on the reconstructed energy. Let us consider
the case Eparton

t > 100 GeV and jet reconstruction with Rc = 0, 4 and pt > 2 GeV. Cutting
Econe

t > 88 GeV ( > 70 GeV, > 85 GeV) selects jet samples which contain 85% of partons
with Et > 100 GeV assuming full calorimetry, charged jet reconstruction and charged jets
+ EMCal, respectively. The selection efficiency is 75% for the ideal case and 30% (67%) for
charged jet reconstruction (charged jets + EMCal). Selecting high-pt partons by cutting on the
leading particle transverse momentum is very inefficient. For the same purity as considered
above the selection efficiency is only 6%.

6.8.6.8. Angular resolution. The angular resolution of a reconstructed jet is defined as the
r.m.s. of the distribution of the differences between reconstructed and generated ϕ and η of
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the jet axis. Figure 6.383 shows the angular resolution expected for charged jet reconstruction
as a function of the energy of the generated jet. It is compared to the resolution obtained
using direction of the leading particle as the best estimate of the jet direction. The resolution
is 90 mrad for jet energies > 60 GeV and degrades to about 200 mrad for Et = 20 GeV.
Compared to leading particles, charged jet reconstruction improves the resolution by ' 20%.

6.8.6.9. Resolution and jet structure observables. Since the reconstructed energy and
its fluctuations are strongly correlated to the longitudinal and transverse fragmentation,
a discussion of the influence of the resolution on the measurement of the hump-backed
plateau and the jt-spectra is mandatory. In this section, we present results obtained from fast
simulations as described in Section 6.8.4.
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q
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〉 =

50 GeV2/fm (dashed-dotted). Jets are reconstructed using charged-particle information (upper)
with Econe

t > 70 GeV and charged particles + electromagnetic calorimetry (lower) with Econe
t >

80 GeV.

Hump-backed plateau. In Fig. 6.384 we compare the hump-back plateau of generated jets
with Et > 100 GeV to the ones obtained with charged jets (Econe

t > 70 GeV) and with charged
+ electromagnetic calorimetry (Econe

t > 80 GeV). The lowering of the plateau is due to the
reduced acceptance, whereas the observed broadening is caused by the limited resolution. The
broadening is mainly located in the leading particle fragmentation region and consequently
it will depend on the strength of the partonic energy loss. This is shown in the curves of
Fig. 6.385 which compare for both detector configurations the leading particle fragmentation
region for different average transport coefficients 〈q̂〉 . For both detector configurations we
observe, as expected, that the partonic energy loss depletes the low-ξ region and this depletion
increases with increasing 〈q̂〉 . Since ξ depends directly on the amount of reconstructed energy
and its fluctuations, the depletion can be partially masked by a systematic underestimation of
the reconstructed energy and the bias toward jets with a harder than average fragmentation.
This effect is lower for the TPC + EMCal configurations since the energy resolution is higher
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Figure 6.387. The unbiased jt spectrum from the generated jets (solid line) is compared to the
reconstructed spectrum for charged jets (dotted) and charged + EMCal (dashed).

and on average more energy will be collected. With charged jet reconstruction alone it
will be challenging to be sensitive to the effect of very small 〈q̂〉 values. However, for
〈q̂〉> 2 GeV2/fm the depletion of the low-ξ region is clearly visible.

As already shown in Fig. 6.374 the high-ξ region is dominated by particles from the
underlying event. Fast simulation allows us to combine the effects of the background and the
resolution broadening and to estimate the statistical error. The result is shown in Fig. 6.386
for charged jet measurements with Econe

t > 70 GeV assuming a statistics of 10 000 jets. As
concerns the systematic error from the background subtraction, it has to be controlled to
much better than 1% in order to reach ξ > 5. Note, however, that the background has been
estimated using rather pessimistic assumptions about the central charged particle multiplicity.
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Figure 6.388. Expected statistical error for the jt-spectrum measured from charged jets with
Econe

t > 70 GeV assuming a statistics of 10000 jets.

Depending on the actual size of the systematic error we should be able to reach into the region
above ξ = 4 where the largest sensitivity to the transport parameter q̂ is expected.

Momentum transverse to jet axis. In Fig. 6.387 we compare the unbiased jt-spectrum from
the generated jets (solid line) to the reconstructed spectrum for charged jets (dotted) and
charged + EMCal (dashed). The observed softening of the spectrum is a consequence of
the limited angular resolution and the bias toward more collimated jets that suppresses the
high- jt tail.

As shown in Fig. 6.375, the low- jt region is dominated by particles from the underlying
event. Fast simulation allows us to combine the effects of the background and the softening of
the jt-spectrum and estimate the statistical error. The result is shown in Fig. 6.388 for charged
jet measurements with Econe

t > 70 GeV assuming a statistics of 10000 jets. As concerns the
systematic error from the background subtraction, it has to be controlled to much better than
1% in order to reach jt < 200 MeV/c.

6.8.7. Jet-analysis results from full simulation. Up to now, we have discussed separately the
expected background and signal fluctuations and concluded that charged jet reconstruction
should be possible in central Pb–Pb collisions at the LHC using a reduced cone size Rc = 0.4
and a transverse momentum threshold of 2 GeV/c. In order to provide a proof of principle,
this section presents the results obtained by the ALICE Jet Data Challenge. As described in
Section 6.8.4 jets with 20< Et < 200 GeV were embedded into HIJING events and passed
through the full detector simulation and reconstruction chain. Jets were reconstructed using
charged particles reconstructed in the central barrel.

6.8.7.1. Energy resolution and spectra. In Fig. 6.389 we compare distributions of
reconstructed energies for fixed generated energies Egen

t = 50, 100 and 150 GeV to the
distributions obtained from the fast simulation using background free PYTHIA generated
jets. As expected the energy resolution 1Et/Et is about 50%. For the lowest energy, 50 GeV,
a high-energy tail caused by the background energy fluctuations is observed.
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energies from full detector simulation including the background from the underlying event
(symbols) are compared to the line shape obtained from background-free fast simulation (dashed
line).
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lines) are compared to those obtained from background-free fast simulation (dashed lines).
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Figure 6.391. The reconstructed jet-energy spectrum for central Pb–Pb collisions using charged
tracks in a cone Rc = 0.4 is compared to the input spectrum (solid line) and the reconstructed
jet-spectrum obtained using background-free fast simulation. The spectra are normalised to the
untriggered yield for one effective month of running (106 s), i.e 107 central events.

In order to verify which part of the input spectrum contributes to different bins of
reconstructed energy we plot in Fig. 6.390 the distribution of generated energy for fixed bins
of reconstructed energy (E rec

t = 30–40, 70–80 and 110–120 GeV). The bins were chosen so
that the spectra are centred around Egen

t = 50, 100 and 150 GeV. The distributions from the
full simulation are compared to the expectations from the background-free fast simulation.
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Figure 6.392. The reconstructed hump-backed plateau for three different ranges of reconstructed
energy: Econe

t > 35 GeV (upper), Econe
t > 70 GeV (middle) and Econe

t > 105 GeV (lower). Only
particles within R < 0.4 enter the spectrum. The spectra are compared to the corresponding results
for background free events and an estimation of the background distribution.
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Figure 6.393. The reconstructed jt-spectrum for three different ranges of reconstructed energy:
Econe

t > 35 GeV (upper), Econe
t > 70 GeV (middle) and Econe

t > 105 GeV (lower). Only particles
within R < 0.4 enter the spectrum. The spectra are compared to the corresponding results for
background free events and an estimation of the background distribution.
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Figure 6.394. The reconstructed distribution of charged energy averaged over rings R . . . R +1R
around the jet-axis normalised to the area A of the ring for three different ranges of reconstructed
energy: Econe

t > 35 GeV (upper), Econe
t > 70 GeV (middle) and Econe

t > 105 GeV (lower). The
spectra are compared to the corresponding results for background free events and an estimation of
the background distribution.
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Figure 6.395. Jet-energy resolution as a function of the generated jet energy for jets embedded
in central Pb–Pb collisions simulated with HIJING compared to the background free case and
for an ideal detector only applying the jet reconstruction cuts (Rc = 0.3, pt > 2 GeV/c). Jets
reconstructed combining energy from charged particles and neutral energy measured with the
EMCal. Figure taken from Ref. [954].
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Pb–Pb collisions simulated with HIJING (black symbols) compared to the background free case
(open symbols). Jets have been reconstructed combining energy from charged particles and neutral
energy measured with the EMCal. Figure taken from Ref. [953].
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Due to the background fluctuations, jets with generated energy lower than expected for the
background-free scenario can enter the event samples. As expected, this effect is strongest for
the lower energy bins.

Finally we show in Fig. 6.391 the reconstructed transverse energy spectrum normalised
to the expected jet-yield in the 10% most central Pb–Pb collisions for one effective month of
running (106 s), i.e. in 107 central events. The error bars do not correspond to the expected
statistics but to the statistics of the Monte Carlo samples. The presence of the background
from the underlying event distorts the spectrum for Et < 50 GeV.

6.8.7.2. Jet-structure observables. In Figs. 6.392, 6.393 and 6.394 we demonstrate for three
bins of reconstructed energy that jet-structure observables can be extracted from the sample
of reconstructed jets (see [955] for details). The typical jet-characteristics: particles carrying a
large fraction of the jet energy (low ξ ), the high- jt-tail and the excess of energy close to the jet
axis are clearly visible, and agree with the corresponding spectra obtained from background-
free events.

6.8.8. Level 1 jet triggering with the ALICE EMCal

6.8.8.1. General considerations. In this section we discuss Level 1 jet triggering for
heavy-ion collisions, which utilises the ALICE Electromagnetic Calorimeter [956]. The
EMCal is a sampling calorimeter comprising ∼ 13 000 towers within acceptance 0<
1ϕ < 2π/3, |1η|< 0.7, with nominal energy resolution σE/E ∼ 10%/

√
E . Figures 6.395

and 6.396 show the expected EMCal performance in terms of jet energy and angular
resolution.

Jet yields in the EMCal acceptance are large for a nominal Pb–Pb run: 107 per year (= 106

seconds) for Et > 50 GeV and 4 × 105 per year for Et > 100 GeV. The Pb–Pb minimum bias
interaction rate is 4–8 kHz but such events can be recorded by ALICE only at ∼ 100 Hz. In
order to achieve a jet rate to tape of ∼ 10 Hz, an overall rejection of 400–800 is therefore
needed from the jet trigger. Required trigger rejection factors are larger for lighter collision
systems, which have higher interaction rates.

The EMCal will utilise the same front-end electronics as the PHOS, and thus will provide
γ , π0 and electrons triggers. Leading particles triggers yield jet enriched data and can be
considered to be a jet trigger of a sort. However, a 10 Hz π0 trigger rate requires a threshold
pt ∼ 20 GeV/c, which selects jets over a very broad energy range, and the resulting jet sample
will be dominated by relatively low Et jets that fragment hard. A more refined selection of
high-Et jets requires a jet trigger which sums energy over a finite area of phase space.

The EMCal will provide a jet trigger on the Level 1 (L1) time scale of ∼ 6µs. Since the
EMCal is primarily sensitive to electromagnetic energy, the optimal jet trigger will utilise the
High Level Trigger (HLT) and require L1 rejection by the EMCal only sufficient to match the
HLT input bandwidth, estimated to be about a factor 10 rejection for Pb–Pb. The HLT can
then carry out more precise jet identification utilising both the EMCal data and charged tracks
from the TPC, providing the remaining event rejection based on full jet reconstruction.

Table 6.96 shows the potential gain of the EMCal L1 trigger based on simple
geometric and rate considerations, comparing rates to tape of EMCal-triggered observables
and equivalent observables using only charged tracks in the TPC and simple interaction
(‘minimum bias’) triggers. The EMCal acceptance is ∼25% of the TPC acceptance, though
for jet triggers of finite extent in phase space (i.e. a square ‘jet patch’ 1η×1ϕ = s × s, with
length of the side s) the effective acceptance of the EMCal relative to that of the TPC will be
smaller.
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Table 6.96. EMCal trigger enhancement factor for various collision systems, comparing rate to
tape of hard processes utilising an EMCal jet patch trigger and simple interaction triggers. The
observable in both cases occupies a square patch in phase space of size 1Eta ×1ϕ = s × s.

Lmax Interaction Max rate EMCal enhancement
(cm−2 s−1) rate to tape (1η×1ϕ = s × s)

π0 Trigger 0.4 0.8

Pb–Pb 1.0 × 1027 8 kHz 100 Hz 14 10 6
Ar–Ar 0.6 × 1029 130 kHz 500 Hz 44 31 21
O–O 2.0 × 1029 220 kHz 500 Hz 75 53 35
pp 5.0 × 1030 200 kHz 500 Hz 68 48 32

Table 6.96 shows the expected maximum luminosity for various collision systems at the
beginning of a fill (when the trigger will be most effective), the corresponding minimum-
bias interaction rate, and the maximum rate to tape due to ALICE taping bandwidth and
TPC gating limitations. The three rightmost columns show the relative enhancement due
to the EMCal trigger over equivalent measurements using the TPC only, for observables
having negligible phase space area (e.g. π0 in EMCal vs. charged pions in TPC) and for
jets of trigger patch size 0.4 × 0.4 and 0.8 × 0.8. We assume 80% lifetime and 80% trigger
efficiency. The loss in luminosity due to past/future protection is not accounted for (see [956]
for details).

For the π0 trigger the enhancement is large relative to untriggered charged pion
measurements, while for finite jet patches the enhancement is smaller than for π0 by up to
a factor two. It should be noted however, that charged jets are substantially less complete than
full jet measurements incorporating the EMCal. Thus even limited enhancement factors are
valuable since the resulting measurement is much more robust.

6.8.8.2. L1 trigger response to jets. The L1 trigger response is studied using PYTHIA-
generated jet events, with the heavy-ion event background modeled by HIJING. The EMCal
response used here is a simple parametrisation, with photons and electrons depositing
100% of their energy, and hadrons depositing 25% of their energy. Charged-particle
trajectories are bent by the 0.5 T field. Shower shape and energy resolution are not
accounted for.

The L1 jet-trigger algorithm sweeps a square patch of dimensions 1η×1ϕ over
the EMCal and finds the location of the patch with the highest integrated EMCal energy
(Emax

t ). Three patch sizes are considered here: 1η×1ϕ = (0.14 × 0.14), (0.21 × 0.21), and
(0.35 × 0.35), which appear to span the optimum size for the trigger patch (see below).
Figure 6.397 shows the distribution of jet-trigger cross section in pp collisions (PYTHIA) for
the 0.21 × 0.21 patch and various lower bounds on Emax

t . Cutting harder than Emax
t > 10 GeV

evidently generates significant trigger biases beyond E Jet
t ∼ 100 GeV.

Figure 6.398 shows the Emax
t cross section (jet patch 0.21 × 0.21) for otherwise unbiased

central (b = 0–2 fm) and peripheral (b = 8–10 fm) Pb–Pb collisions and for the same events
with 50–60 GeV jets superimposed. Cross sections are calculated by taking into account the
jet cross section from PYTHIA and the equivalent number of binary collisions for each event
class. The filled area in each figure shows 80% of the jet yield, i.e. its lower bound indicates the
Emax

t cut necessary for 80% jet efficiency. Background fluctuations are seen to be significant
relative to the intrinsic fluctuations of the jet, both for central and for peripheral collisions. The
overall level of background is seen to be strongly centrality-dependent, as expected, meaning
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that the Emax
t threshold must vary with centrality (by a factor two in this calculation) for

centrality-independent jet trigger efficiency.
This choice of thresholds also reduces the L1 output data rate by a factor 10, roughly

the factor needed to match the HLT input bandwidth. While this model is probably missing
essential aspects of the real physics and its results should not be taken quantitatively, it
supports the qualitative conclusion that the required L1 rejection can be achieved while
retaining reasonable efficiency for jets at intermediate Et ∼ 50 GeV. The requirement for
centrality dependent threshold is also qualitative and generic, stemming from the large phase
space area integrated by any jet patch trigger. The capability to apply a centrality-dependent
threshold is an essential requirement of the jet trigger hardware.



1926 ALICE Collaboration

b (fm)

0 2 4 6 8 10 12

je
t 

tr
ig

g
er

 e
ff

ic
ie

n
cy

 (
%

)

0

20

40

60

80

100

120

1/10, 50-60 GeV
1/30, 50-60 GeV
1/10, 100-120 GeV
1/30, 100-120 GeV

patch size 0.21x0.21

data rate reduction

 (GeV)Tjet energy E
40 60 80 100 120

je
t 

tr
ig

g
er

 e
ff

ic
ie

n
cy

 (
%

)

0

20

40

60

80

100

120

b=0-2 fm, 0.14x0.14
b=0-2 fm, 0.21x0.21
b=0-2 fm, 0.3x0.3
b=8-10 fm, 0.14x0.14
b=8-10 fm, 0.21x0.21
b=8-10 fm, 0.3x0.3

data rate reduction: 1/10
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and peripheral collisions.

A broader view of the trigger response to jets is seen in Fig. 6.399, where the trigger
efficiency is studied for fixed L1 data rate reduction27. The upper panel shows jet trigger
efficiency vs. centrality for the 0.21 × 0.21 patch. For 100 GeV jets the efficiency is arbitrarily
good, whereas for 50–60 GeV jets it varies strongly with data reduction factor and has a weak
centrality dependence. The lower panel shows efficiency vs. jet Et for data rate reduction
1/10 for various patch sizes. It can be seen that the 0.3 × 0.3 patch has poorer efficiency
for moderate energy Et < 70 GeV jets, indicating the faster growth in background relative to
signal for increasing jet patch size in this region. Evidently the 0.21 × 0.21 patch is closer
to optimal for this model of signal and background, though this optimisation has not been
studied in detail.

27 Data-rate reduction in units of GB/s is used to define the trigger thresholds rather than event rejection, since the
HLT input bandwidth is data rate limited.
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Figure 6.400. PYTHIA + HIJING + quenching: trigger efficiency vs. jet energy for central
collisions for different jet quenching models and trigger patch sizes.

Finally, we assess the effects of jet quenching on the trigger efficiency using the
Parton Quenching Model the ALICE afterburner described in Section 6.8.4.2. and the event
generator PYQUEN [942]. Figure 6.400 shows trigger efficiency vs. jet energy for central
collisions, for the various fragmentation models and for different trigger patch sizes. The
quenching models introduce large and model-dependent reductions in efficiency up to Et ∼

100 GeV, though with no large distinction between the 0.14 × 0.14 and 0.21 × 0.21 patches.
PYQUEN is known to generate very broad fragmentation, generating correspondingly low
trigger efficiencies relative to AliPythia::Quench. The response of the 0.3 × 0.3 patch (not
shown) is uniformly worse than that of the smaller patches. The quenching models used
in Fig. 6.400 are somewhat simplistic, with modification of the angular distribution of jet
fragments that is not well motivated theoretically, and the figure should be regarded as
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only a qualitative indication that quenching could have significant influence on the trigger
efficiencies.

6.8.8.3. Discussion. While there are significant uncertainties in the physics underlying the
models of signal and background used in this trigger study, some qualitative conclusions about
L1 jet-trigger performance and hardware design can be drawn:

• The L1 rejection needed to match the HLT input bandwidth can likely be achieved while
maintaining reasonable jet-trigger efficiency over a broad energy range.

• Uniform jet-trigger efficiency as a function of centrality in nuclear collisions requires a
centrality-dependent trigger threshold. The centrality measurement should be supplied by
an independent, azimuthally uniform device (the latter to avoid biases due to orientation of
the reaction plane). The V0 detector is the appropriate detector for this in ALICE, providing
a signal proportional to multiplicity [957] on the required L1 timescale.

• Flexibility in jet-trigger patch size: patch size is driven larger by the requirement of unbiased
triggering in light of presently unknown and potentially large quenching effects, but is
limited from above by increasing background for larger patch size. Optimisation will only
be possible once data become available, but prudent hardware design should accommodate
a range of patch sizes.

6.8.9. Leading particle correlations. For the first time in heavy-ion collisions, event-by-
event jet reconstruction will be possible at LHC. As outlined in the previous sections, this
will allow for a detailed study of medium-induced modifications of the jet fragmentation,
providing a sensitive probe to investigate the properties of the QGP produced at LHC.

On the other hand, most of our present knowledge about jet modification in heavy-ion
collisions at SPS and RHIC [522, 803, 922–924, 959] is based on statistical methods. These
methods employ azimuthal correlations between a high-pt leading hadron (the trigger particle)
and other particles from the same event, selected in a lower pt range (the associated particles).
In pp and dAu collisions, a clear di-jet pattern emerges, manifested by a positive correlation
around 1ϕ ' 0 (the near side) and 1ϕ ' π (the away side). In contrast to these findings, a
significant suppression of moderate pt associated particles on the away-side has been observed
in central Au–Au collisions, interpreted as a consequence of medium-induced energy loss of
the leading parton in the dense partonic matter at RHIC.

While event-by-event jet reconstruction at LHC will be feasible for jet energies Et >

40 GeV and jet fragments of pt > 2 GeV/c, leading hadron-correlation studies are in principle
possible down to very low transverse momenta, in particular of associated particles, allowing
the investigation of the transfer of radiated energy to the bulk medium. Such studies have
been performed at RHIC, demonstrating that significant away-side correlations with a leading
hadron persist at transverse momenta as low as 150 MeV/c [541].

Leading hadron-correlation studies at medium and low pt are generally hampered by
a huge background of uncorrelated soft particles and eventually limited by the signal-to-
background ratio. At LHC, the situation is very different from that of lower beam energies:
The larger cross section for large-Q2 processes enhances the yield of leading hadrons at a
given trigger pt, thereby increasing the signal. For the same reason, the amount of uncorrelated
particles in the range of associated pt will also increase compared to lower beam energies,
giving rise to an increased combinatorial background. In this section, we investigate the
feasibility of leading hadron-correlation studies in Pb–Pb collisions in the central barrel of
the ALICE detector. Additional complications, due to the asymmetry of the combinatorial
background imposed by elliptic flow in non-central events, are neglected because we focus on
rather central events only.



ALICE: Physics Performance Report, Volume II 1929

 (radians)ϕ∆
-1 0 1 2 3 4

)ϕ∆
 d

N
/d

(
tr

ig
1/

N

76.5

77

77.5

78

: 1.0 - 2.0 GeV/cassoc
t

p

 (radians)ϕ∆
-1 0 1 2 3 4

)ϕ∆
 d

N
/d

(
tr

ig
1/

N

11.4

11.6

11.8

12

12.2

: 2.0 - 3.0 GeV/cassoc
t

p

 (radians)ϕ∆
-1 0 1 2 3 4

)ϕ∆
 d

N
/d

(
tr

ig
1/

N

3.4

3.6

3.8

4

: 3.0 - 4.0 GeV/cassoc
t

p

 (radians)ϕ∆
-1 0 1 2 3 4

)ϕ∆
 d

N
/d

(
tr

ig
1/

N

1.3

1.4

1.5

1.6

1.7

: 4.0 - 5.0 GeV/cassoc
t

p

 (radians)ϕ∆
-1 0 1 2 3 4

)ϕ∆
 d

N
/d

(
tr

ig
1/

N

0.6

0.7

0.8

0.9

: 5.0 - 6.0 GeV/cassoc
t

p

 (radians)ϕ∆
-1 0 1 2 3 4

)ϕ∆
 d

N
/d

(
tr

ig
1/

N

0.25

0.3

0.35

0.4

0.45

0.5

: 6.0 - 7.0 GeV/cassoc
t

p

 (radians)ϕ∆
-1 0 1 2 3 4

)ϕ
∆

 d
N

/d
(

tr
ig

1/
N

0.15

0.2

0.25

0.3

: 7.0 - 8.0 GeV/cassoc
t

p

 (radians)ϕ∆
-1 0 1 2 3 4

)ϕ
∆

 d
N

/d
(

tr
ig

1/
N

92

93

94

95

96

: 1.0 - 5.0 GeV/cassoc
t

p

 (radians)ϕ∆
-1 0 1 2 3 4

)ϕ
∆

 d
N

/d
(

tr
ig

1/
N

1

1.2

1.4

1.6

: 5.0 - 8.0 GeV/cassoc
t

p

Figure 6.401. Leading hadron azimuthal correlations in unquenched central Pb–Pb HIJING events
at

√
sNN = 5.5 TeV. For 8 GeV/c < ptrig

t < 15 GeV/c, different ranges of passoc
t are shown.

For the present investigation [958], 10% most central Pb–Pb collisions simulated with
HIJING

√
sNN = 5.5 TeV have been studied. The HIJING events have been processed with

the fast simulation tool described above. We compare the results of HIJING event samples in
quenched and unquenched modes. For each sample, 4 × 105 events have been generated.

Charged trigger particles with transverse momentum 8 GeV/c < ptrig
t < 15 GeV/c have

been selected in the acceptance of the ALICE central barrel |η|< 0.9. Pairs are created with
associated particles in the same acceptance and in a lower pt-range and plotted as a function
of their azimuthal separation 1ϕ. In this range of ptrig

t , we detected a trigger particle in about
30% of the quenched events and in about 70% of the unquenched events. The choice of this
range of ptrig

t allows a comparison with recent results from RHIC for which the same ptrig
t had

been chosen [960].
Figure 6.401 shows examples of leading hadron azimuthal correlations in unquenched

events for 8 GeV/c < ptrig
t < 15 GeV/c and different ranges of the transverse momenta, passoc

t ,
of associated particles. The number of associated tracks is normalised to the number of
triggers Ntrig (the conditional yield ). A clear near-side jet topology can be observed in all
cases, while only a shallow indication of an away-side structure is visible within the present
statistics. This is consistent with the expectation that only a small fraction of the jets belongs
to di-jet events in the acceptance. Similar distributions for quenched events are shown in
Fig. 6.402.

The azimuthal correlations have been fitted by a constant plus two Gaussians at 1ϕ = 0
and 1ϕ = π , respectively. In general, this leads to a very good description of the measured
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Figure 6.402. Leading hadron azimuthal correlations in quenched central Pb–Pb HIJING events
at

√
sNN = 5.5 TeV. For 8 GeV/c < ptrig

t < 15 GeV/c, different ranges of passoc
t are shown.
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Figure 6.403. Gaussian width of near- and away-side peak in quenched and unquenched HIJING
events as function of passoc

t for 8 GeV/c < ptrig
t < 15 GeV/c.

distributions. In a few cases, however, a successful fit of the away-side structure could not be
performed within the present statistics.

With increasing passoc
t , the width of the near-side peak is significantly reduced, as

demonstrated in Fig. 6.403. The away-side peak is substantially broader and shows only a
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Figure 6.404. Near and away-side signal-to-background ratio S/B in quenched and unquenched
HIJING events as function of passoc

t for 8 GeV/c < ptrig
t < 15 GeV/c.

little passoc
t dependence. We note that this finding is in contrast to preliminary results from

central Au–Au collisions at RHIC, where a significant narrowing of the away-side peak at
high passoc

t was observed [960].
In all cases, a considerable amount of combinatorial background is observed, even at the

highest selection of passoc
t . The signal-to-background ratio S/B has been determined in ±2σ

windows around the peaks, using the fit results for σ and the integral. The dependence on
passoc

t of S/B at the near- and away-side is shown in Fig. 6.404.
As expected, S/B improves with increasing passoc

t . In the quenched scenario, this
improvement is much more pronounced than in the unquenched events, reflecting the softer
pt spectrum of the background in the quenched events.

The observed signal-to-background ratios are in contrast to preliminary results from
central Au–Au collisions at RHIC, presented by STAR. At these energies and for the
same choice of ptrig

t , the signal-to-background ratio at the near-side is close to unity for
3< passoc

t < 4 GeV/c. At passoc
t > 6 GeV/c, the STAR measurement is essentially free of

combinatorial background [960]. This is explained by the much softer background spectrum
at RHIC energies.

The significance S/
√

S + B of the present study has been extrapolated to 107 events,
corresponding to one year of ALICE running (Fig. 6.405). The passoc

t dependence of S/
√

S + B
reflects the interplay between S/B and the fragmentation function. On the near-side, highest
significance can be achieved at intermediate passoc

t , while the significance on the away-side
shows a monotonic decrease with passoc

t . We note, however, that the results of the present
study rely strongly on the details of final-state interactions implemented in HIJING.

The measurement of the associated yield at fixed ptrig
t and in bins of passoc

t allows the
determination of the hadron-triggered fragmentation function dN/dzt, with zt = passoc

t /ptrig
t .

This quantity is related to the parton fragmentation function, however, without exact
knowledge of the energy of the scattered parton. For a given range of zt, the number of
associated particles per trigger has been determined from the 1ϕ distributions. The integrals
of the Gaussian peaks at 1ϕ = 0 and 1ϕ = π in a ±2σ window have been extracted from
the fit results. The combinatorial background in the same window was subtracted using the
result for the constant term in the fit function. The near and away-side hadron-triggered
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t < 15 GeV/c in quenched and unquenched HIJING events.

fragmentation functions for the quenched and unquenched scenario are shown in Fig. 6.406.
Despite the rather high level of combinatorial background, a significant measurement of
dN/dzt for this range of ptrig

t can be performed down to passoc
t ' 1 GeV/c. On the near-side,

this constitutes a dramatic improvement compared to the situation at RHIC which is due to the
much larger cross section for trigger particles at LHC. For a similar measurement on the away-
side, 107 events will be sufficient, however, once again strongly depend on the underlying
physical scenario.

Additional information about jet modification in the dense medium can be obtained by a
measurement of the transverse momentum distribution of associated particles with respect to
the direction of the trigger particle. For this study, we employ the measure jt = passoc

× sin(α),
with α the angle between trigger and associated particle. The resulting distribution dN/d jt is
shown in the left panel of Fig. 6.407. To account for combinatorial background, the same
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Figure 6.407. Transverse momentum distribution dN/d jt of associated particles with respect to
the trigger direction. Left panel: Real-event and mixed-event (random trigger) distributions. Right
panel: After mixed-event subtraction.

distribution has been accumulated for trigger particles which have been embedded into a
different event. Subtraction of the two spectra yields a very significant measurement of dN/d jt
within the present statistics, as demonstrated in the right panel of Fig. 6.407.

6.8.10. Conclusions. Studying jet quenching phenomena is a powerful tool to access
properties of the hot and dense medium produced in nucleus–nucleus collisions. The highest
sensitivity to the medium properties is expected from studies of modifications of the structure
of reconstructed jets, i.e. the manifestation of the partonic energy loss in a decrease of the
number of particles carrying a high fraction, z, of the jet energy and the appearance of radiated
energy via an increase of the number of low-energy particles with low z values. In addition, a
broadening of the distribution of jet-particle momenta perpendicular to the jet axis, jt, directly
related to the colour density of the medium is expected. Ideally, the analysis is performed on
a sample of reconstructed jets with unbiased fragmentation functions.

In central Pb–Pb collisions at the LHC, jet rates are expected to be high at energies
at which they can be reconstructed over the background of the underlying event. For the
nominal annual integrated luminosity for Pb–Pb collisions at

√
sNN = 5.5 TeV of 0.5 nb−1,

' 4.8 × 107 (2.6 × 106, 1 × 105) jets with Et > 50 GeV (Et > 100 GeV, Et > 200 GeV) are
produced within the ALICE acceptance. This will allow us to map out the energy dependence
of jet fragmentation modifications over a very wide kinematic range, up to Et ' 250 GeV.
This is important, since the magnitude of the effects is expected to vary only logarithmically
with energy. Furthermore, jet reconstruction will reduce significantly the bias on the parton
fragmentation inherent to leading particle studies.

However, jet reconstruction at the LHC has to cope with the large background from
the underlying event. Studies using the HIJING event generator with a pessimistic central
charged-particle multiplicity of dNch/dη ' 5000 suggest that jet reconstruction is limited to
cone sizes in the range 0.3< Rc < 0.5. In addition a transverse momentum cut in the range
1 GeV/c < pt < 2 GeV/c has to be applied to reduce the background. As a consequence, even
for full calorimetry, the energy resolution is limited to 1Et/Et ' 20%.
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In its present design, ALICE can only study charged jets, limiting the resolution to
40–50%. Nevertheless, at high Et charged jet reconstruction is much superior to studying
high-pt parton fragmentation using leading particles. For a parton of 100 GeV, the fraction of
charged energy inside a cone of Rc = 0.4 is ' 2.5 times higher than the average fraction of
energy carried by the leading particle. Cutting on the charged jet energy instead of the leading
particle transverse momentum in order to select high-pt partons above a given transverse
momentum is for the same purity more efficient. For example, requiring a purity of 85% the
efficiency increases from 6% for leading particles to 30% using charged jets. Furthermore,
we have shown that the bias toward a harder fragmentation, which depletes the multiplicity of
sub-leading high-momentum hadrons, although still present for charged jets, can be largely
reduced.

Background from the underlying event plays also an important role in the study of the
jet structure. Whereas the high-pt and high- jt regions of the leading parton remnants are
essentially background free, the spectra of particles originating from the radiated gluons
have to be extracted mostly from kinematic regions, where background dominates the signal
(S/B = 10−1–10−2). In this domain the low-pt tracking capabilities of ALICE are essential.

To demonstrate our charged jet reconstruction capabilities, we have run a Jet Data
Challenge, in which jets with energies in the range from 20 to 200 GeV have been embedded
into HIJING events and passed through the full detector simulation and reconstruction chain.
The reconstructed energy spectrum and jet structure observables have been compared to the
expectation from background-free jet samples. Only for cone energies below ' 40 GeV fake
jets produced as the sum of energy of real jets and background energy influence the quality of
the reconstruction. Further studies will be needed to develop precise background subtraction
techniques.

As shown by the RHIC experiments, in the low jet Et region, jet structure modifications
can be studied by analysing inclusive spectra of identified particles and particle correlations.
These studies need excellent low-pt and PID capabilities. ALICE is well prepared to extend
these studies to heavy ion collisions at the LHC.

The proposed electromagnetic calorimeter for ALICE, will improve the jet energy
resolution, increase the selection efficiency and further reduce the bias on the jet
fragmentation. Furthermore, it adds the jet trigger capabilities which are needed to
record jet enriched data at high Et. The low and high transverse momentum tracking
capabilities combined with electromagnetic calorimetry represent an ideal tool for jet structure
modification studies at the LHC over a wide kinematic region of jet and associated particle
momenta.

6.9. Photons

The measurement of direct photons [961], defined as photons that do not originate from the
decay of other particles, mainly serves a two-fold interest:

• the study of prompt photons production to learn about hard processes in the dense QGP
medium;

• the understanding of the thermal properties of the early phase of the reaction from thermal
photons.

While their identification is very difficult, especially at low transverse momentum, because
of the large background from decay photons, direct photons have very little interaction
with the surrounding medium and are therefore not altered by rescattering during the later
moments of the collision. They provide therefore a very interesting probe and convey unique
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and unperturbed information on the earliest stages of the collision. The assessment of direct
photon measurements requires a thorough understanding of both the experimental challenges
(photon and neutral meson identification) and the theoretical expectations.

One can distinguish two regions of interest in the direct-photon spectrum.

• In the high pt domain (pt > 10 GeV/c), prompt photons are produced in QCD hard-
scattering processes. Medium effects in heavy-ion collisions are probed by studying
photon–hadron and photon–photon correlations or photon tagged jets. The results obtained
in heavy-ion collisions are then compared with the results in pp scattering.

• In the low pt domain (pt < 10 GeV/c), the thermal production adds to the prompt photon
spectrum. Disentangling the various contributions to the low pt domain requires the control
of the absolute magnitude (cross sections convoluted with the collision dynamics) of each
production mechanism. This is an ambitious challenge.

6.9.1. Direct high-pt photons. Prompt photons are produced in hard-parton collisions during
the pre-equilibrium stage of the heavy-ion collision. They dominate the photon spectrum at pt

larger than 10 GeV/c. The production cross sections are obtained from the basic processes
(annihilation, Compton scattering, and bremsstrahlung) by a convolution with the parton
density distribution in the nucleus.

Medium effects in A–A collisions modify the vacuum production cross sections of
prompt photons as measured in pp collisions: nuclear shadowing and in-medium parton
energy loss lead to a suppression of the yield [962], whereas the intrinsic transverse
momentum distribution of the partons [963, 964] and medium-induced photon radiation from
quark jets [965] enhance the yield. To study medium effects in A–A collisions and disentangle
nuclear effects present in the entrance channel of the collision from effects due to the medium
created in the collision, it is mandatory to understand a priori the photon production in pp and
pA collisions. Experimental results obtained from these collisions at SPS energies cannot all
be described by perturbative QCD (pQCD) calculations in a consistent way [966]. Agreement
appears to be better at higher energies, where e.g. data from Tevatron experiments on pp
collisions and first results from RHIC are available.

6.9.1.1. Production rates. The photon production cross section in nucleus–nucleus collisions
is derived following the factorisation theorem in pQCD. It depends on the elementary process
cross sections described by a hard scattering between two initial partons convoluted with the
parton density distributions in the nucleus and, in the case of the bremsstrahlung mechanism,
on the fragmentation function of the scattered partons. A detailed review of the evolution
of the various distributions and parameters involved in next-to-leading (NLO) pQCD
calculations, in particular, the proper choices of the different renormalisation, factorisation
and fragmentation scales involved can be found in [967] and other references therein. The
parton density distribution in the nucleus is obtained from the density distribution in the
nucleon modified by nuclear shadowing, which suppresses by about 30% the prompt photon
production cross section in pA and A–A collisions. The amount of suppression can vary with
the choice of the parametrisation of the density distribution by as much as 40% at high pt.
For the calculation discussed later, the parametrisation of Eskola et al (EKS98) [968, 969] is
used. The medium created in nucleus–nucleus collisions will further modify the production
cross section, in particular for bremsstrahlung photons, because the hard scattered partons
experience secondary scatterings and induced radiation thus losing part of their energy before
fragmenting. This effect is implemented in the cross section calculation through a modified
fragmentation function, as discussed in Chapter 6.8. In addition, the production cross section
of direct prompt photons is further reduced by the Landau–Pomeranchuk–Migdal (LPM)
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Figure 6.408. NLO QCD predictions [967] for the production ratio γprompt/π
0 in pp, pA and AA

collisions at 200 GeV and 5.5 TeV. The calculations for the photon production were performed
using CTEQ5M BFG and for the π0 CTEQ5M KKP with M = µ= MF = pt. The Au–Au ratio at
√

sNN = 200 GeV and the Pb–Pb ratio at
√

sNN = 5.5 TeV are modified by thermal effects at the
lower pt end of the spectrum and are predicted to be higher than shown.

effect, i.e. fast-moving hard-scattered quarks traversing the medium emit fewer photons than
predicted by bremsstrahlung theory. Nuclear effects, shadowing, LPM and parton energy loss,
reduce the cross section for prompt photon production by an order of magnitude at small pt

(pt ∼ 3 GeV/c) and by about a factor 7 at large pt (pt ∼ 15 GeV/c). This reduction is very
sensitive to the in-medium energy loss parameters. The cross section for photons produced in
the annihilation or Compton scattering process is obviously not modified by the effect of this
medium.

Predictions of production rates at LHC, obtained from calculations performed at next-to-
leading order, still suffer from rather large uncertainties. These uncertainties are associated
with e.g. the choice of renormalisation, factorisation and fragmentation scales [966, 970]
(of the order of 30%). Furthermore, in the new kinematic regime involving small xt =

pt/
√

sNN values, the NLO calculations may be insufficient and resummed calculations
may be required [971, 972]. Finally, processes are not constrained by existing data, such
as bremsstrahlung production and its modification in the medium and thus carry large
uncertainties.

6.9.1.2. High-pt photon spectra. The high-pt photon spectrum for Pb–Pb collisions at
LHC was calculated from the photon and neutral pion production rates predicted by NLO
pQCD calculations [967]. These calculations were performed with CTEQ5M [973] and/or
CTEQ6M [974] parton distribution functions, and the KKP fragmentation functions [975]
for π0. The partons to photon fragmentation functions were taken as the BFG set II
functions [976]. The calculated ratios of prompt direct photon to π0 are summarized in
Fig. 6.408 for various entrance channels at RHIC and LHC energies. The calculations for
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values where the computations were performed.

nucleus–nucleus collisions (5% most central collisions) include the jet quenching effect with
the pt dependence of the nuclear modification factor [967] shown in Fig. 6.409.

The decay-photon spectrum was calculated taking into account π0 decay photons28 and
approximating the ratio of the decay photon spectrum with the source π0 spectrum, as:

Rγdecay/π0 =
2

n − 1
, (6.150)

where n is the exponent of the π0 spectrum described as a power law, dσπ0/dpt ∼ p−n
t .

The ratio γAll/γBkgd of all the photons to the decay photons is commonly used to extract
the excess of direct photons. This ratio was calculated [967] for Pb–Pb collisions at LHC
energies by adding to the NLO pQCD computed cross sections the results expected from the
emission from a hot quark–gluon plasma expanding according to the hydrodynamic model.
A significant direct photon excess is predicted at high-pt values (Fig. 6.410), 10% at 10 GeV/c
and 60% at 50 GeV/c. Within this pt range, as we shall see later, sufficient statitistics can be
accumulated with ALICE during one heavy-ion run.

6.9.1.3. Experimental method. Photons will be detected by the photon spectrometer
PHOS [977] which is able to measure with high precision their 4-momenta, only in a limited
acceptance [978]. The identification power of prompt photons is limited by the background
created by decay photons (mainly, π0

→ γ + γ ). The identification of prompt photons in
ALICE is optimal for photons with energy larger than 20 GeV. Below this value, decay and
prompt photons cannot be efficiently distinguished on an event-by-event basis.

Two different procedures to select prompt photons among inclusive photons have been
studied: the Shower Shape Analysis (SSA) [978], and the Isolation Cut Method (ICM). The
former identifies photons by analysing the shape of the shower in PHOS, and the latter tags

28 Neutral pions amount to about 80–85 % of all decay photons for pt < 100 GeV/c.
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and identifies a photon as prompt if it appears isolated, i.e., without charged particles emitted
in the same direction.

Shower shape analysis. The shower generated in the PHOS calorimeter by a particle can
be characterized by several parameters which define the shower topology (see Section 5.5.1).
They are taken as the length of the principal axes of the shower surface, λ0 and λ1, the shower
lateral dispersion, the core energy, the sphericity defined as (λ0 − λ1)/(λ0 + λ1), the maximal
energy fraction deposited in one crystal and the shower multiplicity. These parameters are
found to be correlated to a large extent. To optimize the number of parameters conveying the
maximal information about the shower topology, a principal component analysis is performed
in which these seven parameters are transformed into seven new parameters obtained as the
eigenvectors of the covariance matrix and minimizing correlations. A sufficiently precise
description of the shower topology is obtained with the two most significant parameters,
corresponding to the largest eigenvalues. The values of the two principal components
corresponding to photon showers have a Gaussian distribution. Low, medium and high
purity level photons are defined by cutting at three, two and one standard deviations,
respectively, in these Gaussian distributions. For medium purity level, the prompt photon
identification efficiency is about 85% for pp collisions and about 75% for Pb–Pb collisions.
The contamination from misidentified neutral pions29 ranges from 0% at Eγ = 40 GeV to 40%
at Eγ = 100 GeV and the contamination from misidentified charged hadrons and neutrons
ranges from 5% at Eγ = 20 GeV to 15% at Eγ = 100 GeV. The remaining contamination thus
contributes at the same level as the prompt photon signal. Requiring higher purity photons, the
rejection improves at the cost of an important identification efficiency reduction. To improve
the situation, additional identification procedures are required.

29 The decay photons of energetic π0, above 40 GeV/c, have a small opening angle and generate a single cluster.
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Isolation cut. Since prompt photons are produced in parton collisions30 in which the final
state photon and parton are emitted back-to-back, there is no hadron from the parton jet flying
in the same direction as the photon. However, the underlying event generated by the heavy-ion
collision may perturb this ideal topology. Two isolation algorithms are considered [980]. They
are both searching for hadrons inside a cone centred around the direction (η0, ϕ0) of high-pt

photon candidates (pt > 20 GeV/c) identified by the SSA method. The cone radius is given
by

R =

√
(ϕ0 −ϕ)2 + (η0 − η)2. (6.151)

For prompt photons in pp collisions, there is almost no particle inside cones with R < 0.5,
independently of the energy of the prompt photon but for π0 there is a clear dependence of
the multiplicity inside the cone with the π0s energy. Thus, applying pt cuts to the particles
in a cone around a photon candidate helps to distinguish between prompt photons and π0.
Following this idea, two different selection criteria are considered to decide if a photon
candidate is isolated and can be tagged as a prompt photon:

1. no hadron with pt above a given threshold pth1
t is found in the cone;

2. the sum, 6pt , of the transverse momentum of all hadrons inside the cone is smaller than a
given threshold pth2

t .

The following optimal parameters for the prompt photon identification were deduced:

• in the case of pp collisions, a prompt photon identification probability of 100% and a π0

misidentification probability of 3% is obtained with R = 0.2 and pth2
t = 0.7 GeV/c;

• in the case of Pb–Pb collisions, a prompt photon identification probability of 50% and a π0

misidentification probability of 7% is obtained with R = 0.2 and pth1
t = 2 GeV/c.

Background and systematic errors. The main source of background to the prompt-photon
spectrum at high pt is due to π0 which at pt > 40 GeV/c produce single clusters in PHOS.
The ratio of the prompt photon and π0 spectra in pp collisions was taken from the NLO pQCD
calculations shown in Fig. 6.408 on page 1936.

Systematic errors of the prompt photon spectrum measurements are due to several factors:

• cross section normalisation, is cancelled out in the cross section ratio, but is needed for the
absolute cross section measurements;

• energy resolution and calibration uncertainties, at pt = 50 GeV/c the accuracy of the PHOS
energy scale is 1pt/pt = 0.5% which leads to a cross section uncertainty of 2%;

• background suppression of decay photons at lower pt < 40 GeV/c and π0 contamination
at pt > 40 GeV/c, this uncertainty is estimated to be 8% at pt = 50 GeV/c in pp collisions
and is expected to be small in Pb–Pb collisions due to jet quenching;

• systematic error due to reconstruction and identification efficiencies estimated to be 1%.

Expected performance. The statistics that can be accumulated in one standard year of
running at LHC are calculated as:

dN

dpt
=

dσ

dpt
×L× τ , (6.152)

where L and τ are the luminosity and the experiment running time reported in Table 6.97.
The cross section for pp collisions, σpp, is obtained from PYTHIA and the one for Pb–Pb

30 This is not true for next-to-leading order processes like bremsstrahlung. However, PYTHIA predicts that such
processes are suppressed compared to π0 production. This statement might have to be revised considering recent
studies [979], which suggest that at high pt the bremsstrahlung could be a competitive process (pt < 50 GeV/c).
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Table 6.97. Beam luminosity and running time for the ALICE experiment during a standard year
of running at the LHC.

Collision L (cm−2 s−1) τ (s)

pp 3–5 × 1030 107

Pb–Pb 0.5 × 1027 106

Table 6.98. Centrality factor and values of the nuclear overlap function for Pb–Pb collisions
needed in Eq. (6.153), given for different collision centralities. Values of the nuclear overlap
function are taken from Appendix I of [967].

Centrality (%) fC 〈TAA〉C (mb−1)

5 0.05 26.0
10 0.10 23.2
minimum bias 1.00 5.58

collisions, σAA is obtained by scaling σpp with the ‘binary scaling’ equation (nuclear effects
are ignored): (

d2σAA

dptdy

)
C

= 〈TAA〉C × σ
geo
AA × fC ×

d2σpp

dptdy
, (6.153)

where 〈TAA〉C is the mean nuclear overlap function for the appropriate centrality class C,
fC the centrality factor and σ geo

AA = 7745 mb the geometrical cross section as postulated in
Eq. (133) of [967] for

√
sNN = 5.5 TeV . The appropriate parameter values are listed in

Table 6.98.
The production of prompt photons was calculated in leading order of the Standard Model,

including Compton and annihilation processes (γ –jet events). These processes were simulated
by the event generator PYTHIA 6.203 [981] in pp collisions at

√
s = 5.5 TeV. The default

parton distribution function, GRV 94L [982], was used. Events were generated in the energy
range 20< pt < 100 GeV/c. In order to enrich the sample with events detected in PHOS,
the event generation was restricted to the prompt photon pseudorapidity |ηγ |< 0.2 and the
azimuthal aperture to 200◦ < ϕγ < 340◦. Events with two jets in the final state (jet–jet events)
are the most significant source of background. They were simulated by hard QCD 2 → 2
processes in the leading pQCD order. These processes contribute to the background as hard
fragmentation π0 mesons. Their decay photons may be detected in PHOS as a single electro-
magnetic shower and, hence, mimic prompt photons. To simulate a continuous pt-spectrum
of π0 mesons from 20 to 100 GeV/c, hard QCD processes were generated in the pt range
from 30 to 300 GeV/c. The generation of hard QCD processes was restricted to |yparton|< 0.2
and to |ηjet|< 0.15, without any azimuthal angle limitation. This more severe restriction in
rapidity than in the γ –jet case is required to enrich events with detectable π0 mesons.

Pb–Pb collisions were simulated by merging pp collisions, generated by PYTHIA, with
heavy-ion events produced by the HIJING 1.36 [983] event generator for Pb–Pb collisions at
√

sNN = 5.5 TeV and impact parameter b < 2 fm. A Monte Carlo simulation was performed
only for the transport of particles in the PHOS. To minimize computing time, a fast
reconstruction method was applied for particles detected in the TPC and the EMCal. The
EMCal response was assumed, in first approximation, to be the same as that for PHOS.

The spectra of photons detected in PHOS and identified with the SSA for pp and
minimum bias Pb–Pb collisions at

√
sNN = 5.5 TeV are shown in Fig. 6.411. The contribution

of wrongly identified π0 dominates the spectra over the entire pt range. The ICM dramatically
reduces this contribution to a level well below the true prompt photon signal (Fig. 6.412).
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√

sNN =

5.5 TeV . For Pb–Pb collision, a quenching factor of 5 for jet–jet events is considered (�).

The total identified (with SSA and ICM) prompt photon spectrum N id
γ is obtained

by adding the identified prompt photon spectrum from γ –jet events and the remaining
contribution of wrongly identified π0 from jet–jet events. It is then corrected for the various
PID efficiencies: let Nγ be the original prompt photon spectrum, Nπ0 the original π0 spectrum,
Nh the original hadron spectrum, εid

i the identification probability of the particle i as a photon
by SSA and εic

i the identification probability of particle i as prompt photon by ICM, where i
can be a photon, a one-cluster π0 or any other hadron:

N id
γ = Nγ ε

id
γ ε

ic
γ + Nπ0εid

π0ε
ic
π0 + Nhε

id
h ε

ic
h = ζNγ . (6.154)

The correction factor ζ is calculated for the different identification criteria (purity levels, cone
sizes and pt thresholds). The PID systematic error around the average value is calculated as the
dispersion of the corrected spectra obtained for the different identification criteria. The PID
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Figure 6.413. Upper plots: Simulated final prompt photon spectrum measured in ALICE during
a LHC running year with statistical and systematic errors in pp and Pb–Pb collisions. Lower plots:
Ratio of the corrected prompt photon spectrum to the original simulated spectrum in pp (left) and
Pb–Pb (right) collisions.

systematic error is added quadratically to the error from the background in order to obtain the

total systematic error. The statistical error is calculated from the photon statistics as
√

N id
γ .

The final spectra of identified photons and the comparison with the original spectra are
shown in Fig. 6.413. Similar spectra are obtained for Pb–Pb collisions by assuming that
hadrons are quenched by a factor 5 (see Fig. 6.409), significantly reducing the systematic error.

These estimates indicate that with PHOS the photon spectrum both in pp and Pb–Pb
collisions can be measured with the statistics of one standard year up to about 80–100 GeV/c
with a systematic error of the order of 20%.

Experimentally the fraction of decay photons present in the identified (by the shower
shape analysis) prompt-photon spectrum can be estimated by analysing the photon-charged
particles azimuthal correlation. The correlation functions were constructed from PYTHIA
generated events. For decay photons, they exhibit a near side (ns) (|θγ − θhadron| = 0) far
side (fs) (|θγ − θhadron| = π) two peak structure characteristic of jets (Fig. 6.414 right). For
direct prompt photons only the far-side structure is present (Fig. 6.414 left). The fraction
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of π0 contamination can then be deduced from the ratio of the far side (Rfs) and near side
(Rns) correlation peak areas. The method is calibrated by mixing the simulated correlation
function of direct prompt photon (γ –jet events) and π0 (jet–jet events) in given proportion.
The resulting calibration curve of the ratio Rfs/Rns is shown in Fig. 6.415 as a function of the
fraction of prompt photons.

The method was tested in the heavy-ion environment by mixing PYTHIA γ –jet and
jet–jet events in the proportion predicted by NLO pQCD calculation. Selecting photons in the
energy range of 25 to 75 GeV and the threshold on the pt of associated charged hadrons, either
2 or 4 GeV/c, the fraction of prompt photons to π0 can be estimated rather well (Fig. 6.416).
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input γ /π0. Other symbols represent extracted γ /π0 values for pp and Pb–Pb cases. Results for
associated pt (ptasso) > 2 and 4 GeV/c are shown.

6.9.2. Direct low-pt photons. We consider here the photon spectrum in the pt domain below
a few GeV/c. The theoretical predictions for direct thermal photon spectra in relativistic
heavy-ion collisions are based on two step calculations. First, the photon production rates
from an equilibrated QGP and hadron gas are calculated. Second, these rates are convoluted
with a model for the space–time evolution of the fireball.

6.9.2.1. Production rates. Several sources of thermal photons populating the low-pt part
of the direct photon spectrum were identified. They include the early radiation from the
equilibrated QGP, the later radiation of the hot hadron gas and the radiation induced by jets
traversing the medium.

Thermal rates from the QGP. The thermal emission of real, energetic photons from the
fireball created in relativistic heavy-ion collisions has been suggested as a promising signature
for the QGP formation [984–991]. The production rates of these photons have been evaluated
using perturbative QCD. To the lowest order, photons from the QGP are produced from quarks
with gluon emission (quark–antiquark annihilation) or gluon absorption (Compton scattering).
The production rate can be calculated from the imaginary part of the photon polarisation
tensor at finite temperature [992]. An analytical result for the energetic photon production
rate, assuming E � T , can be derived [993, 994] to the lowest order in αs :

dN

d4xd3 p
= aααs ln

0.23E

αs T
e−E/T T 2

E
, (6.155)

where α is the electromagnetic coupling constant, a = 0.0281 for NF = 2 thermalized quark
flavours and a = 0.0338 for NF = 3, respectively. Additional diagrams, corresponding to
bremsstrahlung and annihilation with scattering, contribute [995] to the same order ααs . The
bremsstrahlung contribution, assuming E � T , is given by

dN

d4xd3 p
= bααse−E/T T 2

E
, (6.156)
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Figure 6.417. Hard thermal photon rates in the QGP calculated [996] for two fixed temperatures.
The αs(T ) parametrisation of Ref. [1004] is applied.

where b = 0.0219 for NF = 2 and b = 0.0281 for NF = 3 [996]. The annihilation with
scattering leads to

dN

d4xd3 p
= cααse−E/T T, (6.157)

where c = 0.0105 for NF = 2 and c = 0.0135 for NF = 3 [996]. The last contribution
dominates for energetic photons (E ∼ 2 GeV) for realistic values of αs as shown in Fig. 6.417.
The Landau–Pomeranchuk–Migdal effect reduces the rate of these last two processes by less
than 30% in the pt range of interest [997].

The extrapolation of a perturbative result to realistic values of the coupling constant
αs = 0.3–0.7 is still doubtful. Therefore, it is desirable to have non-perturbative information
on the photon rate. Preliminary lattice QCD calculations were performed for soft-virtual
photons but they seem to be incomplete as the photon spectrum does not exhibit the expected
bremsstrahlung spectrum (modified by the LPM effect) [998].

Furthermore, non-equilibrium effects are assumed to be important at RHIC and LHC
energies. They were ignored here, for estimates see e.g. Refs. [999–1003].

Thermal rates from the hadron gas. The production of thermal photons from a hadron gas
was considered using effective theories for hadronic interactions. The dominant reaction
for photon energies above 1 GeV is πρ → πγ [993], in particular through the a1

resonance [1005–1007]. Further important contributions come from ππ → ργ , and from the
decay of the thermal ω meson, ω→ π0γ [993, 1008]. As a simple estimate, the following
expression can be used for the sum of these contributions [996]

dN

d4xd3 p
' 4.8T 2.15e−1/(1.35ET )0.77

e−E/T . (6.158)

In Fig. 6.418 the thermal photon rate from the QGP (6.155) to (6.157) and the hadron
gas (6.158) at the same temperature are compared. Note that the rates are in approximate
agreement at T = 150MeV, but not at 200MeV, due to a different temperature dependence.
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Figure 6.418. Comparison of the photon production rate from the QGP and the hadron gas at
T = 150 and 200 MeV (NF = 2).

As in the case of the QGP, the hadron gas rate is affected by uncertainties which come
from various sources, which are probably as large as those from the QGP, e.g.:

• uncertainties in the form of the effective Lagrangians and their parameters;
• medium effects in the cross sections, such as dropping meson masses close to the critical

temperature;
• effects from non-zero baryon density.

It is possible that the photon rates from the QGP and the hadron gas are similar in the
relevant temperature regime, which is sometimes associated with the quark–hadron duality
hypothesis [1009, 1010]. However, even in this case the QGP might be distinguishable from
the hadron gas in the photon spectrum because of a different space–time evolution of the two
phases as discussed below.

Medium-induced photons from jets. The multiple scatterings incurred by hard quarks and
gluons in the medium induce the emission of soft gluons as well as soft photons. The
contribution of the medium-induced photon bremsstrahlung at RHIC and LHC energy was
calculated [1011] within a path-integral picture for the parton energy loss mechanism [1012,
1013]. The enhancement of the photon production is particularly important in the moderate
energy range, below 20 GeV both at RHIC and at LHC. This enhancement of photon
production in A–A collisions with respect to pp collisions at LHC energies is predicted [1011]
to be as high as 50% at pt ' 5 GeV/c.

A similar calculation of medium-induced photon bremsstrahlung was also carried out
recently by Turbide et al [1014] within the framework developed by Arnold, Moore and
Yaffe [1015]. This calculation should, however, be valid only for relatively soft partons, with
momenta of order T . pt . T/gs (gs being the strong coupling constant) and neglects the
possible finite size effects considered by Zakharov [1011–1013].
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6.9.2.2. Low-pt photon spectra. Predictions for low-pt photon spectra, observed in heavy-
ion experiments, follow from convoluting the rates with the space–time evolution of
the fireball. For this purpose, hydrodynamical models including a phase transition, are
used [1016]. These models describe the evolution of the fireball after a local equilibrium has
been achieved. They assume an ideal fluid by neglecting dissipation. Under this simplifying
assumption, the hydrodynamical equations can be solved using Equations Of State (EOS)
for the two phases and the initial conditions such as initial time and temperature as input.
In simple models, only a one-dimensional longitudinal or radial expansion is considered,
whereas more sophisticated models describe the expansion in two or three dimensions. The
final results depend strongly on the input parameters, such as the initial conditions which can
be restricted by the hadron spectra [1017]. Alternatively, estimates of the initial conditions
from partonic transport models [1018, 1019] could be used. It is also important to adopt
a realistic EOS, especially for the hadron gas. For instance, an oversimplified EOS, e.g. a
massless pion gas, leads to a strong first-order transition and hence to a very long-living
mixed phase. Furthermore, transverse expansion and flow can lead to a flat photon spectrum
even from late stages of the fireball. In addition, the high-pt tails of the spectra above 2 GeV/c
depend on assumptions about the density profile of the fireball [1020]. Finally, the deviation
from a chemically equilibrated QGP, which could be important at RHIC and LHC [999], must
be taken into account [1021].

So far, a systematic and comprehensive hydrodynamical calculation of photon spectra
from SPS to LHC energies, including the most recent rates, a realistic EOS, a reasonable
procedure to fix the initial conditions, transverse expansion, and non-chemical equilibrium, is
missing.

Comparison with spectra at SPS. Comparison of various calculations with the WA98
data [1022] lead to different conclusions. Some calculations [1024, 1025] favour a QGP
contribution to explain the data. They start from very high initial temperature (T0 = 335 MeV)
and very small initial time (τ0 = 0.2 fm/c). Using more realistic initial conditions (T0 =

190 MeV, τ0 = 1 fm/c) the data are underestimated, even if prompt photons are added [1026].
They conclude that owing to the uncertainties in the rates and the hydrodynamical
parameters a definite conclusion is not possible at SPS energies. Other calculations [1010,
1023, 1027] can describe the data equally well with or without phase transition (see
Fig. 6.419). These calculations do not take into account effects of a non-vanishing baryon
density, which could suppress the contribution from the QGP because of a reduction
of the initial temperature [1002] and enhance the photon rate from nucleons and other
baryons [1028].

The WA98 Collaboration extended the pt coverage of their direct photon measurements
(Fig. 6.420) with low-pt results obtained via photon interferometry [1029]. The extracted radii
are consistent with emission of these photons from a hadron gas phase; the correlation strength
is used to extract the yield of direct photons in two intervals at low pt. Calculations including
prompt photons and thermal contributions from the QGP and the hadron phase using state-
of-the-art rates are also shown [1030]. While they yield a reasonable description of the direct
photon spectrum at high pt, the calculations cannot account for the yield at low pt.

Predictions for RHIC and LHC. The direct photon spectra [1031] measured by the PHENIX
experiment at RHIC (Fig. 6.421) show good agreement at high pt with predictions of pQCD
calculations [970] scaled by the number of collisions. The predictions for the thermal photon
spectra for RHIC and LHC indicate that the thermal QGP contribution is measurable in a
narrow pt domain of the direct-photon spectrum. However, these predictions suffer from large
uncertainties coming from the unknown initial conditions. 1 + 1-dimensional hydrodynamical
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Figure 6.419. The photon spectrum calculated for different critical temperatures compared to
WA98 data [1023].
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Figure 6.420. The photon spectrum for central Pb–Pb collisions at the SPS including recent
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are included.
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models [996] show a dominance of the QGP contribution over the hadron gas one for pt

> 3 GeV/c (RHIC) and pt > 2 GeV/c (LHC), respectively.
Taking into account a transverse expansion, the strong flow in the late stages of the

fireball reduces the slope of the photon spectrum from the hadron gas. But at LHC, the QGP
contribution remains larger than the hadronic one in a pt domain, pt < 2–5 GeV/c [1025,
1026, 1030, 1032], depending on the details of the calculation (see, for example, Fig. 6.422
and Fig. 6.423). Above these momenta the sum of the photons from the thermal hadron gas,
enhanced by flow, and of the prompt photons dominates the photon production.

In evaluating the strength of the direct photon signal, the size of the background from
decays of pions and other mesons has a non-negligible uncertainty, as hadron spectra are even
more difficult to predict.

The observation of photons at the LHC should benefit from the jet quenching effect which
should suppress direct photons from bremsstrahlung and the high-pt yield of decay photons.
This has been investigated in [1033], where it is shown that at pt = 5 GeV/c bremsstrahlung
photons and neutral pions are similarly suppressed. Hence, the unaltered thermal production
becomes more easily observable. The predicted [1030, 1033] magnitude of the signal-to-
background ratio for direct photons at LHC at pt = 5 GeV/c is

N thermal
γ

N total
γ

≈ 10 − 25% ,

decreasing for lower transverse momenta.



1950 ALICE Collaboration

Figure 6.422. Prediction[1026] for the photon production in central Pb–Pb collisions at
√

sNN =

5.5 TeV . Contributions from the hadronic matter (in mixed phase and hadronic phase) and the
quark matter (in QGP phase and the mixed phase) are shown.
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Figure 6.423. Predicted [1030] photon spectrum from various thermal sources in central Pb–Pb
collisions at

√
sNN = 5.5 TeV at central rapidity (−0.5< y < 0.5). The charged particle rapidity

density is taken to be 3000.

Current theoretical status. The calculation of direct photon spectra in relativistic heavy-ion
collisions relies so far on the perturbative estimate of the photon production rates from the
QGP and the hadron gas and their convolution with the space–time evolution of the fireball
within hydrodynamical models. The main uncertainty in the computation of the thermal QGP
rate comes from the complexity of thermal effects in QCD. The estimate of the rate from the
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hadron gas depends on assumptions about the thermalized hadron species and their interac-
tions and the role of medium effects. It is estimated that the predicted rates are correct within
a factor of 2–5. In particular at LHC, where the initial temperature is large (the effective αs is
reduced compared to SPS and RHIC) and where the baryon density at mid-rapidity is small,
the estimates of the rates from the QGP as well as from the hadron gas should be more reliable.

The predictive power of hydrodynamical calculations depends mainly on uncertainties
from the initial conditions and assumptions about the EOS of the hadron gas. A deviation from
a chemically equilibrated QGP at RHIC and LHC may play a significant role. A systematic
investigation, taking into account all these aspects, is still missing. A transport approach,
treating the distribution functions and the particle production self-consistently and describing
the entire evolution of the fireball from the cold nuclei to freeze-out would be desirable.

6.9.2.3. Experimental method. The major detector involved in the measurements of low-pt

direct photons is PHOS with the complementing detectors (Charged Particle Veto, CPV and/or
preshower) as discussed in Section 5.5.1. In the high-multiplicity environment of heavy-ion
collisions at the LHC, the individual identification of direct photons is extremely difficult.
Low-pt direct photons are therefore extracted on a statistical basis as was done successfully
for the first time by the WA98 Collaboration in Pb–Pb collisions at the SPS [1034]. The same
method was also applied successfully in Au–Au collisions at RHIC [1031].

Statistical methods. To obtain the direct photon spectrum the following steps are performed:

1. The raw photon spectrum is accumulated after application of the photon identification
criteria (such as transverse shower size) to the showers observed in the detector.

2. The raw photon spectrum is then corrected for:

(a) contamination by charged particles,
(b) conversions, and
(c) contamination by neutral hadrons.

3. A correction for the identification efficiency is applied. This includes all effects of the
detector response such as distortions by shower overlap, dead and bad modules, and energy
resolution.

4. The spectrum is corrected for geometrical acceptance.

Neutral pions are reconstructed via their γ γ decay mode (98.8% branching ratio). A
similar procedure to that for the photon measurements is followed:

1. Invariant-mass spectra are accumulated for all photon pairs for each pair pt bin.
2. The photon-pair combinatorial background is estimated by event-mixing and then

subtracted from the real-pair spectra.
3. The yield in the π0 mass peak is extracted to obtain the raw neutral pion pt spectra.
4. These are then corrected:

(a) for conversions,
(b) for the π0 identification efficiency, and
(c) for geometrical acceptance.

An analogous procedure is followed to extract spectra of η mesons and possibly heavier
hadrons having radiative decays.

The final measured inclusive photon spectra is then compared to the calculated
background photon spectra to extract the photon excess beyond that from long-lived radiative
decays. The background calculation is based on the measured π0 spectra and those of the η
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Figure 6.424. Ratio of misidentified hadrons to measured photons as a function of pt for different
time-of-flight selections for particle identification.

and heavier hadrons, as far as possible. The spectra of those hadrons not directly measured is
taken from the combined information available from theory and earlier measurements at lower
energies. Measurements in other detectors of the ALICE experiment help to better constrain
the yields of all contributing hadrons.

Sources of systematic error and uncertainty. The expected performance relies heavily on
the particle identification capabilities of the PHOS detector. Once inclusive photons, neutral
pions and η mesons are identified with sufficient accuracy, the identification of direct photons
implicitly follows.

The sources of systematic error of the standard extraction method can be divided in three
categories:

1. errors on the inclusive photon measurement;
2. errors on the inclusive neutral hadron measurement;
3. errors on the theoretical assumptions entering the background calculations.

The dominant sources of the systematic error are the detection efficiencies for both
inclusive photons and neutral mesons, the contamination of the measured inclusive photons
from charged hadrons, anti–neutrons and non-vertex background, the neutral meson yield
extraction and the statistical error of the η measurement.

The contamination from misidentified charged hadrons and (anti-)neutrons was estimated
from simulations of the detector response and HIJING generated events. Figure 6.424 shows
the ratio of hadrons misidentified as photons to the correctly measured photons as a function
of measured transverse momentum. Results were obtained with different photon identification
cuts, i.e. either making no use of the TOF information in PHOS (solid points), or including the
TOF signal and assuming two different values of the TOF performance (open points). When
using the TOF signal the contamination from hadrons is below 5% for pt > 1.5 GeV/c and
decreases with increasing pt. Even a 50% uncertainty of the hadron yield would thus lead to
an uncertainty on the photon yield of less than 2.5%.
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Table 6.99. Expected systematic uncertainties (%) on the direct photon measurement for two
values of the photon transverse momentum.

pt = 1.5 GeV/c pt = 5 GeV/c

γ detection 3 3
π0 detection 5 5
η detection 3 3
Hadron contamination 2.5 1
Non-vertex background 2 1

Total systematic error 7.3 6.7

Another source of potential systematic uncertainties are secondary interactions of
produced hadrons in detector material, which may lead to additional photon production
mainly via the decay of neutral mesons. As for the contamination from hadrons, this non-
vertex background becomes important at very low pt. Especially for these low-pt photons the
detection via conversion may prove very useful (see next section).

The major contributions to the expected systematic uncertainty on the direct photon
measurement are summarized in Table 6.99. Estimates of the error on γ , π0 and η detection
are based on simulation studies with the PHOS detector and on experimental experience
within the WA98 experiment.

6.9.3. Low-mass lepton pairs. The measurement of correlated e+e− pairs provides
alternative experimental means to measure the photon spectrum, in particular at very low pt

where the background in real photon measurement is large. It has the advantage of providing
a measurement of better quality because neutrons, which constitute a main background in
calorimetric measurement, do not contribute to the background. In addition, the topographic
selection of the lepton pairs provides an almost background-free measurement. The price to
pay is that lepton pairs are produced with a reduced cross section which can, however, be
partially recovered by the larger acceptance coverage of the central barrel tracking system
of ALICE (|η|6 1.4 and full azimuth) as compared to the acceptance covered by PHOS
(|η|6 0.12 and 1ϕ 6 100◦). The main contributions to the dilepton spectrum in this mass
region are from the following processes:

1. conversion of real photons in the material of the ALICE beam pipe, ITS and TPC;
2. production of virtual photons;
3. Dalitz decay of η-mesons.

We shall examine next the contribution of each of these processes to the dielectron spectrum
expected to be measured by ALICE.

6.9.3.1. Conversion electron pairs. Photonsproduced in the collision can be converted into
dielectron pairs when passing through the ALICE vertex tracker. The material budget between
the interaction point and the first half of the TPC (conversions occurring in the second half of
the TPC can hardly be identified through V0 recontruction) and for straight tracks perpendic-
ular to the detector surface is 0.2% radiation length for the Be beam-pipe, 7% for ITS [1] and
1.75% for the TPC [393]. This amount of material leads to a photon conversion probability,
Pc, of 6.3% [1035]. Electrons are tracked and identified by the ALICE central tracking system,
TPC and TRD. The track-finding efficiency at the trigger level εT is 63% (including accep-
tance) for a charged particle rapidity density of 4000 [836]. The identification efficiency εID

is 90% with a charged pion rejection factor of 100 for electrons with transverse momentum
larger than 3 GeV/c [836]. Conversion pairs are further identified by their displaced vertex
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Table 6.100. Values of the various efficiencies entering the calculation of the conversion electrons
identification.

εT εID εM ε0
V εgeo

Central Barrel A–A 0.63 0.90 0.85 0.80 –
pp 0.90 0.90 0.85 1.00 –

PHOS AA – 0.30–0.80a 0.95 – 0.03
pp – 0.30–0.95 0.95 – 0.03

aFrom 1 GeV/c to 20 GeV/c electrons.

(between the interaction point and half of the TPC) with an efficiency εV0 , and by applying an
invariant mass cut εM at two sigma from zero, 0< Me+e− < 0.04 GeV/c2. The efficiency εCB

for conversion pair detection and identification with the central tracking system is thus

εCB = Pc × ε2
T × ε2

ID × εM × εV0 .

The values of the various efficiency parameters are summarized in Table 6.100.
The main source of background in this measurement is due to charged pions misidentified

as electrons by the TRD detector and which by chance form, with another particle identified
as an electron, from the high multiplicity environment, a correlated pair with zero invariant
mass and a displaced vertex. To estimate this contribution to the low-mass dielectron
measurement, the NLO pQCD prediction for π0 production [1036], multiplied by 2, was
taken. The combinatorial contribution to the invariant-mass region of interest was evaluated
for a charged particle density of 4000 at mid-rapidity; among those, 80% are charged pions.
For the measurement with the central barrel detectors (TPC and TRD) the TRD electron PID
reduces the charged-pions background by a factor of 100. The overall reduction by the global
central tracking is 1000, making use of the TPC identification capability through dE/dx
measurement. In addition, the cut on V0 reduces this contribution by 90%.

PHOS can complement the measurement of conversion electrons in the low-energy part
of the photon spectrum. It is taking advantage of a lower contamination level in the particle
identification but at the cost of much reduced statistics because of the limited acceptance.
The electron identification efficiency that can be achieved by combining the PHOS and CPV
identification capabilities varies from 30% at 1 GeV/c to 80% at 20 GeV/c [1037]. The
contamination due to any particle wrongly identified as an electron stays below the 2% level.
The acceptance factor εgeo of PHOS is 3% of 4π (|η|< 0.12, 1ϕ = 100◦). The efficiency
εPHOS for conversion-pair detection and identification with PHOS is thus

εPHOS = Pc × ε2
ID (pt)× ε

2
geo × εM .

The values of the various efficiency parameters are summarized in Table 6.100. The overall
efficiency varies from 1.1×10−7 at pt

e+e−

= 1 GeV/c to 1.6×10−5 at pe+e−

t = 20 GeV/c. The
main source of background in this measurement is due to wrongly identified charged hadrons
which by chance correlate at zero invariant mass.

The statistics that can be accumulated within a standard year of data taking (LAA
int =

0.5 × 1033cm−2, Lpp
int = 1037cm−2) was calculated similarly to Eq. (6.153) for pp collisions

and for the 5% most-central Pb–Pb collisions at
√

sNN = 5.5 TeV :

dN e+e−

dpt
= Lint ×

∫
1y

d2σ e+e−

AA

dptdy
dy , (6.159)

d2σ e+e−

AA

dptdy
= 〈TAA〉 × σ

geo
AA × fC ×

d2σ
γ
pp

dptdy
× εCB/PHOS . (6.160)
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Figure 6.425. Photon spectrum reconstructed in the ALICE central tracking system (TPC and
TRD) from the measurement of conversion electron pairs in pp at

√
s = 5.5 TeV (top) and central

Pb–Pb at
√

sNN = 5.5 TeV (bottom) collisions at LHC energies. Photons convert in the ITS
material and the electron pairs are detected and identified by the ALICE central tracking system
(TPC and TRD). Electron pairs with invariant mass 0< Me+e− < 0.04 GeV/c2 were considered.
The statistics correspond to one standard year of data taking. The error bars indicate statistical
errors only.

The pp prompt-photon spectrum was taken from NLO pQCD predictions, see Section 6.9.1.2.
The decay photon spectrum was calculated from a NLO pQCD prediction from the ratio
γprompt/π

0 as discussed in Section 6.9.1.2. A quenching factor of 5 for π0 was assumed for
Pb–Pb collisions as indicated by the RHIC data.

These estimates for pp and central Pb–Pb collisions (see Fig. 6.425 for the central barrel
acceptance and Fig. 6.426 for the PHOS acceptance) indicate that statistically significant
data can be collected, within the estimation of the detectors performance discussed above,
for conversion electron-pairs transverse momenta below 25 (40) GeV/c in the central barrel
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Figure 6.426. Photon spectrum reconstructed in PHOS from the measurement of conversion
electron pairs in pp at

√
s = 5.5 TeV (top) and in central Pb–Pb collisions at

√
sNN = 5.5 TeV

(bottom). Photons convert in the ITS material and the electron pairs are detected and identified
by PHOS. Electron pairs with invariant mass 0< Me+e− < 0.04 GeV/c2 were considered. The
statistics correspond to one standard year of data taking. The error bars indicate statistical errors
only. In the pp spectrum, the contrinution from the charged pions is out of scale.

detectors and below 7 (15) GeV/c in PHOS for Pb–Pb (pp) collisions. The expected signal-
to-background ratio changes with increasing pt from 2 × 10−2 to 2 × 10−1 (10−2 to 2 × 10−1)
for the central barrel measurement and from 10−2 to 3 × 10−2 (3 × 10−3 to 2 × 10−2) for the
PHOS measurement in Pb–Pb (pp) collisions.

6.9.3.2. Virtual photons. Because of the dominant contribution of decay photons (mainly
π0

→ γ γ and η→ γ γ ) to the measured photon spectrum, one may consider instead of real
photon production, the emission of virtual photons (lepton pairs). Considering, for example,
electron pairs in the mass range Me+e− = [0.2, 0.6] GeV/c2, part of this background can be
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eliminated: the lepton pairs from the Dalitz decays of the π0 and most of the η are below this
mass range; the vector mesons decay ρ, ω, φ → e+e− populates a higher mass range.

From the theoretical point of view, the production rate of low-mass lepton pairs at
relatively large transverse momentum is very similar to that of real photons. A rough estimate
of Drell–Yan pair production, integrated over a given mass range, is given [1038], with a good
accuracy, by the simple relation

dσ e+e−

dptdy
∼
= Ce+e−α

dσ γ

dptdy
, (6.161)

where Ce+e− ∼ 0.3 for 0.2 GeV/c2 < Me+e− < 0.6 GeV/c2, valid in the range 2 GeV/c <
pt < 100 GeV/c, and Ce+e− ∼ 0.2 for 1 GeV/c2 < Me+e− < 3 GeV/c2, valid in the range
4 GeV/c < pt < 100 GeV/c. These estimates refer only to the prompt production mechanism.

The statistics which can be accumulated in a standard year of data taking with the
ALICE central tracking system (Fig. 6.427 and with PHOS (Fig. 6.428) for pp and central
Pb–Pb collisions was estimated as in the previous section combining Eqs (6.159), (6.160)
and (6.161). Significant statistics can be accumulated with the ALICE central barrel tracking
detectors for dielectrons pt up to about 11 GeV/c in pp and up to about 8 GeV/c in Pb–Pb.
The signal to background ratio rises with pt from 3 to 20 in the Pb–Pb measurement and
from 5 to 20 in the pp measurement. With PHOS, the poor efficiency to cleanly identify
electrons in the large charged pions background does not allow one to perform any significant
measurement in Pb–Pb. In pp the PHOS acceptance limits the measurement to transverse
momenta below 2 GeV/c with a signal-to-background ratio of about 4. The main background
in this measurement comes, in Pb–Pb collisions, from charged-pions wrongly identified
as electrons by the TRD. The final estimates (see Fig. 6.427) were obtained with the
same assumption as the one used to calculate the background to the conversion electrons
measurement but with the appropriate invariant mass range. The results indicate that in the
low-mass dielectron spectrum wrongly identified charged pions contribute at the same level
as electrons i from virtual photons, the latter becoming dominant beyond 5 GeV/c. The signal-
to-background for the measurement with the central tracking system, respectively PHOS,
ranges from 0.1, respectively 0.001, to 1.0, respectively 0.02, in Pb–Pb when increasing the
transverse momentum and is close to 1 in pp.

6.9.3.3. Dalitz electron pairs. For low-invariant-mass dielectrons, the background to the
measurement of dielectrons from the decay of massive photons, comes mainly from the π0

and η Dalitz decay,

π0
→ e+e− + γ ,

η → e+e− + γ .

The branching ratio of other decay channels of π0 and η involving electron pairs is small
compared to the Dalitz branching ratio of 1.2% and 1.6%, respectively, for π0 and η. The
differential branching ratio for Dalitz decay for a dilepton mass M is [1039]

d0(a)

dM
=

4α

3π

0(a)→2γ

M

(
1 −

M2

m2
a

)(
1 +

2m2
e

M2

)(
1 −

4m2
e

M2

)1/2

,

where the index a refers to π0 or η meson.
In the dielectron invariant-mass region, Me+e− = [0.2, 0.6] GeV/c2, where the virtual

photon analysis is performed, only the η Dalitz decay is contributing (see Fig. 6.429). This
η Dalitz contribution has been estimated from NLO pQCD cross section prediction for the
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Figure 6.427. Virtual photon spectrum reconstructed from the measurement in pp at
√

s =

5.5 TeV (top) and in central Pb–Pb collisions at
√

sNN = 5.5 TeV (bottom) collisions of electron
pairs with mass in the range 0.2 and 0.6 GeV/c2. Electron pairs are detected and identified by the
ALICE central tracking system (TPC and TRD). The statistics represent one standard year of data
taking. The error bars indicate statistical errors only. In the pp spectrum, the contribution from
Dalitz decay is out of scale.

π0 production [1036] and applying transverse mass scaling η/π0
= 0.45 which was shown to

be valid at RHIC for all centralities. The contribution from neutral mesons Dalitz decay (see
Fig. 6.427) is about one order of magnitude below the virtual photon signal in pp and Pb–Pb
collisions.

This preliminary study indicates that the measurement of electron pairs, either from the
conversion of photons or from Drell–Yann pairs, will provide an interesting alternative to
the photon measurement as it is almost background free. However, statistics will limit such
measurements in the low-pt domain of the photon spectrum.
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6.9.4. Photon–jet correlations. Because of the large cross sections available for hard
processes at LHC, exclusive jet measurements will be within reach. In particular, jet
topology (jet shape, jet heating, fragmentation functions, etc.) will be measured to study
the redistribution of the energy of the jet traversing the nuclear medium in Pb–Pb
collisions [1040]. Such studies require the identification of jets and the measurement of the
parton or jet energy, ideally before and after quenching, as accurately as possible. A very
attractive method of performing these studies is to tag jets with prompt photons emitted in the
opposite direction to the jet direction. The dominant processes for such events are g + q → γ +
q (Compton) and q + q̄ → γ + g (annihilation), although recent theoretical studies show that
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for jets with transverse momentum smaller than 50 GeV/c the higher order bremsstrahlung
process contributes significantly to the photon spectrum [979]. Photons emerge almost
unaltered from the dense strongly-interaction medium and provide a measurement of the
original energy and direction of the parton emitted in the opposite direction. Medium effects
will be identified through modifications of the fragmentation function, i.e., the redistribution
of the jet energy rather than by its reduction.

6.9.4.1. Experimental method. A γ -tagging algorithm was developed [980] to identify
photon–jet events and to reconstruct the hadron jet features in both pp and Pb–Pb collisions.
The steps of the algorithm are the following:

1. Search in each event for the most energetic prompt photon identified in PHOS.
2. Search for the jet leading particle (charged hadron or neutral pion with the highest pt value)

detected by the central tracking system or EMCal and emitted almost back-to-back to the
photon in azimuthal angle, i.e., with1ϕ close to 180 ◦, 0.9π <1ϕ < 1.1π . An additional
condition to be satisfied by the leading particle is that its pt value must be at least 10% of
the photon energy.

3. Reconstruct the jet as the ensemble of all particles contained inside the cone defined by
Eq. (6.151) with the axis aligned along the leading particle direction. We have taken here
R = 0.3 and 0.5 GeV/c as the particle pt threshold.

4. Finally, the event is identified as a photon–jet event if the value of the ratio of the
reconstructed energies of the jet to the prompt photon energy is in a pre-defined window.
A photon–jet event observed in the set-up including EMCal is well identified if the ratio
pt, j/Eγ is close to one, as displayed in Fig. 6.430 for 40 GeV jets. In the case of Pb-Pb
collisions, the background is very important and the pt, j/Eγ distributions are wide and
peak at values greater than one. A higher particle-momentum threshold, pt > 2 GeV/c,
is required to calculate the energy of the jet in order to recover the correlation. Two
different values for the lower pt, j/Eγ limits are required for this ratio, depending on
the experimental set-up: 0.3< pt, j/Eγ < 1.2 for the configuration without EMCal and
0.8< pt, j/Eγ < 1.2 for the configuration with EMCal.
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Table 6.101. TPC, EMCal and PHOS detector acceptances, and energy and position resolutions.
The physical TPC η acceptance is larger (|η|< 0.9), but we select this lower value to ensure a
good track matching. Azimuthal angles are given in the ALICE global reference system.

Detector |η| ϕmin ϕmax σE/E (%) σpos

PHOS 0.12 220◦ 320◦ 1–1.5 0.8–2.5 cm
TPC 0.7 0◦ 360◦ 2 1.1◦

EMCal 0.7 60◦ 180◦ 1–1.5 0.8–2.5 cm

The jet reconstruction algorithm fails for jets with pt < 10 GeV/c because the ratio
pt, j/Eγ suffers from large fluctuations. Such jets are excluded from the analysis.

6.9.4.2. Expected performances. The γ –jet tagging algorithm was tuned for two
experimental configurations of ALICE: (i) Charged particles are detected in the central
tracking system and neutral particles in EMCal31; this configuration is labelled as
‘TPC+EMCal’; (i i) Only the central tracking system is available and consequently only
charged particles can be detected; this configuration is labeled as ‘TPC’. The acceptances,
the energy and position resolutions of all the detectors used to evaluate the performances
are reported in Table 6.101. Using the event simulation as described in Section 6.9.1.3, the
jet selection efficiency, defined as the ratio of the number of identified γ -tagged jets to the
number of prompt photons found in PHOS was calculated. The efficiency for the configuration
with EMCal is about 30%. For the configuration without EMCal we obtain an efficiency of
40–50%, because of: (i) the wider selection range, implying a lower identification quality;
and (i i) the larger acceptance in azimuth of the central tracking system as compared to that
of EMCal. We have also applied the γ –jet algorithm to jet–jet events in order to estimate the
contamination level. If no prompt photon identification is performed in PHOS, only about
10% of the events are accepted in the setup with EMCal, because of its small acceptance.
Taking the full acceptance of the TPC, the value rises to 40–50%. These are similar results for
both pp and Pb–Pb collisions.

Fragmentation functions. A satisfactory method of studying quantitatively the interaction
of jets with the medium is to investigate how the produced hadrons are distributed in phase
space [1040], i.e., to measure the jet fragmentation function. The experimental fragmentation
function is the distribution of charged hadrons within jets as a function of the variable z,
defined for hard processes with a γ –jet pair in the final state as z = pt/Eγ . Jet fragmentation
functions to be measured in a standard year of LHC running for both pp and Pb–Pb collisions
were studied for identified γ –jet events in the energy range from 20 to 100 GeV. The
fragmentation functions obtained for jet–jet events misidentified as γ –jet events were also
studied. Figure 6.431 shows the fragmentation function in pp and Pb–Pb collisions. The
following conclusions are drawn:

• For pp collisions, we obtain a signal (γ –jet) to background (jet–jet) ratio of about 20 in
the configuration without EMCal and near to 100% background rejection for the setup with
EMCal. Prompt photon identification reduces the statistics of γ –jet events to about 10%.

• Concerning Pb–Pb collisions, the contribution from the heavy-ion collision underlying
event was eliminated statistically in the final distributions by subtracting a pseudo-
fragmentation function calculated outside the cone of the leading particle. The final

31 The EMCal detector is not yet an approved project and will not be available, at least complete, in the beginning of
the LHC operation.
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Figure 6.432. Ratio of the fragmentation functions of γ –tagged jets with energy larger than
20 GeV for Pb–Pb collisions scaled by Eq. (6.153) to pp collisions detected in the central tracking
system and EMCal. The shaded region represents the systematic error due to the contamination
from jet–jet events. Similar ratio and systematics are obtained without EMCal.

signal-to-background ratio obtained is about 4 in the case without EMCal and rises to
about ten with EMCal. Prompt photon identification reduces the statistics of γ –jet events to
about 60%.

To evaluate the sensitivity of photon-tagged jet fragmentation functions to nuclear
medium modifications, we calculated the nuclear modification factor RF F . This factor
is defined as the ratio of the fragmentation function measured in AA collisions to the
fragmentation function measured in pp collisions scaled to the number of binary NN
collisions, both fragmentation functions calculated for the same beam luminosity and running
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πγ

Figure 6.433. Schematic description of photon–pion production in heavy-ion collisions. The pion
is produced by the collinear fragmentation of a hard parton which has lost some energy while
going through the medium; the hard photon escapes the medium without any strong interaction.

time. This factor is equal to one in the absence of nuclear effects, as observed over the
entire z range (Fig. 6.432). The statistical and systematic errors indicate that in the range
0.1< z < 0.5 variations of the RF F larger than 5% can be measured for both set-ups. We
have also considered the case where hadrons from jet events are quenched by a factor 5,
the systematic error is below 5% for both set-ups. However, the measurement of the nuclear
modification factor with an accuracy better than 5% is limited by the statistics of one year of
data taking.

We may still consider another approach in which the prompt photon is detected in EMCal
and jets are detected by the central tracking system32. In such a setup, and considering similar
prompt photon identification features in PHOS and EMCal, the prompt photon detection
would be enhanced by a factor 7 and consequently the statistical errors would be reduced
by a factor 2.6.

6.9.5. Photon–pion momentum correlations. The momentum imbalance zγπ = −
(
pt . ptπ

)
/

p2
tγ spectrum between a hard prompt photon and a much softer (but still hard) hadron produced

in hadronic collisions may allow for the determination of the hadron fragmentation function,
Dh

i (z ' zγπ ). The photon transverse momentum balances that of the parton i which fragments
into the hadron, to leading order in αs (see Fig. 6.433). At least this two-body kinematics may
be a valid picture when higher order corrections remain small. Moreover, the fixed order
calculations should not be reliable at large zγπ because of the large logarithms αs ln2(1 − zγπ )
and αs ln(1 − zγπ ) due to soft and collinear gluon emissions which need to be resummed
to all orders. This triggered a recent phenomenological study of various pion–photon and
photon–photon correlations in heavy-ion collisions at LHC energy [1041].

In order to probe efficiently the pion fragmentation function through the γ −π0

momentum imbalance spectrum, sufficiently asymmetric cuts pcut
tπ � pcut

tγ are required to
make the range covered in the z fragmentation variable as wide as possible. In addition, the
pion momentum needs to be hard enough to stay within the perturbative regime while the
photon momentum should not be too large to maintain reasonable counting rates:

3QCD � pcut
tπ � pcut

tγ �
√

s /2. (6.162)

In the following, unless otherwise indicated, we choose the cuts pcut
tπ = 5 GeV/c and pcut

tγ =

25 GeV/c for the LHC.
As an illustration, we discuss four distributions in Fig. 6.434; the pion transverse

momentum ptπ , the photon transverse momentum ptγ , the γ −π0 invariant mass mπγ , and

32 It is not advisable to use PHOS as a detector of jet neutral particles because of its reduced acceptance.
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Figure 6.434. The four distributions in γ −π0 production defined in the text for pp (open dots,
hidden by the Pb–Pb points without energy loss) and Pb–Pb (no energy loss: black squares; with
energy loss: open squares) at

√
s = 5.5 TeV . Both the photon and the pion are produced at rapidity

[−0.5, 0.5] and the following cuts are imposed: ptγ > 25 GeV/c and ptπ > 5 GeV/c .

the transverse momentum of the pair qt, calculated for pp and Pb–Pb collisions. In Pb–Pb, the
calculation included either shadowing and no energy loss, or shadowing and energy loss using
ωc = 50 GeV.

A small antishadowing effect can be observed at large transverse momenta or at high
invariant mass due to the fact that the kinematics then becomes sensitive to partons in the
nuclei with larger x values. Conversely, energy-loss effects are quite visible particularly at the
low-pt values of the pion or the photon. On the other hand, to produce a pion at high transverse
momentum requires a parton with large kT for which the energy loss is expected to be smaller.
We observe, accordingly, that the spectrum in Pb–Pb collision tends to approach the pp
spectrum as ptπ increases. The medium effects are also particularly visible in the spectrum as
a function ptγ : as long as the photon is produced directly, the ptγ spectrum reflects the energy
of the parton, kT = ptγ , which eventually fragments into the pion. Again, the quenching will
be maximal for small ptγ (small kT ) while at asymptotic energies, parton energy loss will have
no observable consequence. Similar behaviour is observed in the invariant-mass distribution:
small masses correspond to low kT partons and therefore lead to a stronger suppression.

More interesting is the qt spectrum which exhibits a maximum when the pion and the
photon transverse momenta lie just above the imposed kinematic threshold, which is located
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Figure 6.435. The zγπ distribution in γ −π0 production for pp (open dots) and Pb–Pb scattering
(no energy loss: black squares; with energy loss: open squares) at

√
s = 5.5 TeV . Both the photon

and the pion are produced at rapidity [−0.5, 0.5] and the following cuts are imposed: ptγ >

25 GeV/c and ptπ > 5 GeV/c (left) and ptγ > 50 GeV/c and ptπ > 5 GeV/c (right). Bottom: The
same distributions normalized to the pp case.

at the difference between the ptγ and the ptπ cut, 20 GeV/c. Above 20 GeV/c, the distribution
is reminiscent of the ptγ and the mπγ distribution and, in particular, the larger the qt the
weaker the energy-loss effect. Similarly, the energy-loss effects will tend to be smaller at very
small qt � 20 GeV/c as the pion transverse momentum and thus the double fragmentation
contribution—less affected by the medium—increases with decreasing qt. Therefore, we
expect the medium effects to be maximal for qt roughly around the difference of the transverse
momentum cuts.

Figure 6.435 shows the momentum-imbalance spectrum for a photon momentum cut of
pcut

tγ = 25 GeV/c (left) and pcut
tγ = 50 GeV/c (right). As anticipated, its shape is reminiscent

of the pion fragmentation function for zγπ & pcut
tπ /pcut

tγ . In particular, the strong medium
effects expected at large z are clearly seen in this distribution (see the ratio, Figure 6.435,
bottom). Note that the quenching factor does not vanish at very large zγπ because of the
double fragmentation process which is dominant in this kinematic region. This spectrum is
nevertheless particularly interesting to determine experimentally fragmentation functions and
hence to probe how the dynamics of fragmentation is modified by the hot and dense medium.
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√
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A more spectacular example can be seen in the γ –γ momentum imbalance spectrum
(Fig. 6.436). In this channel, the one-fragmentation component (one direct and one
fragmentation photon) is dominant and the correspondence between the vacuum or the
medium-modified fragmentation function (i.e. the theoretical input) and the momentum
imbalance spectrum (i.e. the observable) becomes even more obvious. This effect is
evidenced by superimposing the fragmentation functions used in the perturbative calculation
(rescaled by an arbitrary factor) to the leading-order distribution. Above the ratio of
the imposed transverse momentum cuts (here z > 0.2), a perfect matching is observed
between vacuum or medium-modified fragmentation function and the respective imbalance
spectra33. This is a clear indication that such momentum correlations in the double inclusive
γ −π0 and γ –γ production provides a unique access to the fragmentation physics and,
thereby, to a deeper understanding of the underlying energy loss mechanism in QCD
media.

Finally let us come to the counting rates expected at the LHC. The number of events
is given by Eqs (6.152) and (6.153). Gamma–pion cross sections typically range from
1 to 102 pb/GeV which would correspond roughly to N = 3 × 102

− 3 × 102 events/GeV.
Similarly, one expects dN/dz ' 3 × 103

− 3 × 105 events per month in ALICE. These
numbers, however, do not take into account the acceptance effects in the ALICE detector.

33 The appearance of the 2-fragmentation component spoils the agreement above z > 0.9.
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6.10. Ultra-peripheral collisions

Heavy ions accelerated at the LHC are surrounded by strong electromagnetic fields.
Electromagnetic interactions may occur in heavy-ion interactions at any impact parameter.
However, in collisions where the nuclei overlap, the strong (hadronic) interactions dominate,
and it becomes impossible to distinguish the electromagnetic interactions. This section will
therefore only deal with such collisions in which the ions do not interact strongly. This roughly
corresponds to impact parameters, b, larger than twice the nuclear radius, RA (b > 2RA).
Cleary, these events will have a very different topology compared with the central, hadronic
interactions normally considered in ALICE. They will thus require different trigger and
anlysis techniques but will also broaden the physics potential of ALICE.

6.10.1. Physics of ultra-peripheral collisions. The electromagnetic field of one of the nuclei
in an ultra-peripheral collision corresponds to a spectrum of equivalent photons impinging
on the other (target) nucleus. The quasi-real photons may interact with the target in a variety
of ways and provide an opportunity at the LHC to study photonuclear and photon-nucleon
interactions at energies higher than at any existing accelerator.

One can identify two classes of ultra-peripheral collisions depending on whether the
target nucleus remains intact or breaks up. Examples of ‘elastic’ interactions (i.e. no breakup)
include two-photon interactions and photonuclear interactions without colour transfer. The
latter can be mediated by exchange of two-gluons or by exchange of the phenomenonlogical
particle known as the Pomeron. Photonuclear interactions leading to the breakup of the target
include photoproduction of jets and heavy quarks.

There have also been proposals to use ultra-peripheral collisions to search for more
exotic processes. Examples of this are investigation of the γWW-coupling through two-
photon production of W-pairs, searches for the Higgs boson, two-photon production of
supersymmetric charginos and sleptons, and a direct determination of the electric charge of
the top quark. The following three sections will discuss exclusive vector meson production,
two-photon interactions, and photon-induced partonic processes in more detail. Two recent
reviews of the physics of ultra-peripheral collisions can be found in [1042, 1043].

6.10.1.1. Vector meson production. The cross section for exclusive vector meson production
in nucleus–nucleus collisions, A + A → A + A + V, is very large at the collision energies of
RHIC and the LHC (Fig. 6.437). This can be understood from the Vector Meson Dominance
(VMD) model. According to VMD, the interaction of a photon with a hadronic or nuclear
target is preceded by a fluctuation of the photon into a virtual vector meson. The scattering
amplitude can then be written as the product of the probability of finding the photon in the
vector meson state with the scattering amplitude for the V + A interaction:

dσ

dt
(γA)=

∑
V

4πα

f 2
V

dσ

dt
(VA). (6.163)

Here, fV is the photon vector meson coupling, and t is the momentum transfer from the
target nucleus or nucleon squared. The sum is over all applicable vector meson states.
The photon vector meson couplings are constrained from data on the semi-leptonic decay
widths, 0V→e+e− .

For the low and intermediate mass vector mesons (ρ, ω, φ), the nuclear momentum
transfer can be treated as exchange of a meson or a Pomeron, and the vector meson is produced
through γ -Pomeron (or γ -meson) fusion. The cross section in photon–proton interactions,
γ + p → V + p, exhibits a characteristic increase with the centre-of-mass energy, Wγ p, to the
power W 0.22

γ p for these mesons.
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Figure 6.437. Cross section for exclusive J/ψ production in Pb–Pb interactions as a function of
the collision energy. The open symbols show the cross section when one or both of the nuclei are
broken up by Coulomb excitation. From Refs. [1044, 1045].

The cross section for photoproduction of heavy vector mesons (J/ψ and ϒ) has been
calculated from QCD (two-gluon exchange) by Ryskin [1046]. The scattering amplitude is
then

dσ(γ p → Vp)

dt

∣∣∣∣
t=0

=
α2

s0ee

3αM5
V

16π3
[
xg(x,M2

V/4)
]2
. (6.164)

Two other calculations have considered the use of relativistic wave functions, off-diagonal
parton distributions, and NLO contributions [1047, 1048]. Although the approaches differ,
the final results are in good agreement. The cross section for ϒ(1S) production scales roughly
as W 1.7

γ p , while the cross section for J/ψ exhibits a slower increase with energy ∝ W 0.8
γ p .

The cross section for heavy vector meson production depends on the gluon density,
g(x, Q2), to the second power and is therefore a very sensitive probe of the nuclear gluon
distribution. A 30% reduction in the nuclear gluon density due to shadowing would roughly
halve the cross section. Production of J/ψ and ϒ at mid-rapidity in Pb–Pb collisions at the
LHC corresponds to a gluon x of 5 × 10−4 and 2 × 10−3, respectively.

The cross section to produce a vector meson in a nucleus–nucleus collision is
obtained through a convolution of the photonuclear cross section with the equivalent photon
spectrum [1049, 1050]:

σ(A + A → A + A + V)= 2

∞∫
0

dn

dk
σγA→VA(k)dk. (6.165)

The 2 takes into account the fact that both ions can act as photon emitter and target. The
resulting total cross sections for J/ψ and ϒ are summarized in Table 6.102. The table also
includes the cross section for coherent ρ0-meson production, for comparison.

In interactions at small impact parameters, the probability is high that the nuclei will
exchange one or more additional photons. The most probable effect of these photons is that
the nucleus is excited to a giant dipole resonance and decays by emitting one or a few neutrons.
These neutrons can be detected in zero degree calorimeters. The exchange of multiple photons
factorizes, leading to an reduction in the photon spectrum when vector mesons are produced in
coincidence with nuclear breakup [1045]. The total cross section for exclusive J/ψ production
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Table 6.102. Vector meson cross sections and production rates in one ALICE year (106 s),
from [1044, 1050]. The cross section for ϒ(1S) is calculated without nuclear shadowing; the
range corresponds to the uncertainty in the measured γ + proton cross section. See the references
for further details.

Final state Pb–Pb Ca–Ca

σ rate (per 106 s) σ rate (per 106 s)

ρ0 5200 mb 2.6 × 109 120 mb 4.8 × 109

J/ψ 32 mb 1.6 × 107 390µb 1.6 × 107

ϒ(1S) 150–500 µb 80000–250 000 2–8µb 80000–320 000
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Figure 6.438. Calculated rapidity distributions for J/ψ and ϒ production in Pb–Pb interactions at
the LHC [1050].

and the cross section with photonuclear breakup is plotted in Fig. 6.437 as a function of
collision energy for Pb–Pb collisions.

By changing variables and differentiating, Eq. 6.165 for one photon emitter/target
combination can be written

dσ

dy
= k

dn

dk
σγA→VA(k) . (6.166)

Here, y is the rapidity of the produced vector meson. If the photon spectrum, dn/dk, is known,
the differential cross section dσ /dy is thus a direct measure of the photonuclear vector meson
cross section. At mid-rapidity, the kinematics is unambiguous because of symmetry. Away
from y = 0, the different photon emitter/target configurations give different contributions. If
this ambiguity can be resolved, significantly lower values of gluon x can be probed.

In Eq. 6.165, the cross sections for both target nuclei are added. In general, the
amplitudes will interfere, and this leads to a modification of the vector meson transverse
momentum spectrum [1051]. The interference does, however, not affect the total cross
sections significantly.

The rapidity distributions for J/ψ and ϒ in Pb–Pb interactions, as calculated in [1050],
are shown in Fig. 6.438. These calculations are based on parametrisations of the measured
γ –proton vector meson cross sections. For comparison, the results from the calculations in
Refs. [1049, 1052] are listed (for two colliding systems) in Table 6.103. Both the estimates
obtained in the Leading Twist Approximation (LTA) and in the Impulse Approximation
(IA) [1049, 1052] are presented in the Table (more details on these calculations can be found
in [1053]). Due to the leading twist shadowing, the cross sections obtained in the LTA are
smaller than those predicted by the impulse approximation. For Pb–Pb collisions, the ϒ cross
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Table 6.103. Total cross sections of J/ψ and ϒ coherent production in ultra-peripheral collisions
at the LHC.

Colliding ions Ca–Ca , γ = 3500 Pb–Pb , γ = 2700

Quarkonium J/ψ ϒ J/ψ ϒ

Impulse 0.6 mb 1.8 µb 70 mb 133 µb
Leading Twist 0.2 mb 1.2 µb 15 mb 78 µb

Figure 6.439. Rapidity distributions for J/ψ and ϒ coherent production in ultra-peripheral
Ca–Ca and Pb–Pb collisions at LHC calculated with the leading twist shadowing based on H1
parametrisation of gluon density (solid curves) and in the Impulse Approximation (dashed curves).

section is suppressed by a factor of about 2, while the suppression of the J/ψ cross section is
much stronger, by about a factor of 5. The cross section for the J/ψ in Table 6.102 is between
the IA and LTA results. The cross section for the ϒ is a bit higher in Table 6.102 than in the
IA and LTA approximations, but for the ϒ the uncertainty in the measured γ -proton cross
section is higher.

It is worth noting that, in principle, multiple eikonal-type rescatterings due to gluon
exchanges could also result in a suppression of vector meson production. However, the
suppressions arising from this mechanism are significantly smaller (by a factor of ≈ 2) than
those due to leading twist shadowing, at least for x 6 0.001.

The rapidity distributions for coherent J/ψ and ϒ production with Ca and Pb beams
obtained with the LTA and with the IA are presented in Fig. 6.439. The comparison of these
distributions indicates that quarkonia suppression due to the leading twist shadowing is very
strong at mid–rapidity. In the forward rapidity region covered by the Muon Spectrometer
(2.56 y 6 4.0) the suppression is smaller, but a significant difference in the rapidity
distributions is still present, at least for the J/ψ .
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Figure 6.440. Momentum transfer distributions for J/ψ and ϒ coherent (solid curves) and
incoherent (dashed curves) production in ultra-peripheral Ca–Ca and Pb–Pb collisions at LHC.

The momentum transfer distributions (at rapidity y = 0) for coherent J/ψ and ϒ

production with Ca and Pb beams obtained with the impulse approximation are shown in
Fig. 6.440. The same figure also shows the distributions for incoherent production estimated in
Refs. [1049, 1052] in the impulse approximation. While the momentum transfer distributions
for the incoherent process are flat, the ones for coherent production show a typical peaked
shape which makes the latter process dominant in the low momentum transfer region.

6.10.1.2. Two-photon interactions. Particles can also be produced in ultra-peripheral
collisions via a two-photon interaction. In principle any pair of fermions can be produced
via γ γ → ff . A quark/anti-quark-pair can appear either as a bound state (meson) or fragment
into two jets of hadrons. Since the virtual photons emitted by heavy nuclei are nearly real,
only scalar and tensor mesons will be produced in two-photon interactions.

Two-photon production of mesons and of meson- and baryon-pairs is a sensitive probe
of the internal hadron structure. For standard qq-mesons, the quark model can predict the
relative two-photon widths (0γ γ) with good accuracy. For exotic states, in particular glueballs,
one expects either a strongly reduced coupling to two-photons or none at all.

However, when comparing the two-photon production cross sections of scalar and tensor
mesons with those of photoproduced vector mesons, one finds that the two-photon cross
sections are lower by a factor of ∼100 for mesons of comparable mass [1042]. The vector
mesons will thus be a serious background to scalar or tensor mesons produced in two-photon
interactions. For example, the cross section for two-photon production of the ηc meson will
be of the same order of magnitude as photoproduction of a J/ψ followed by the decay
J/ψ → ηc + γ (Branching ratio 1.3%).
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Table 6.104. Cross sections for two-photon production of lepton pairs for different cuts on the
invariant mass of the pair, calculated within the equivalent photon approach.

Selection σ(Pb + Pb → Pb + Pb + ll)

e+e− µ+µ−

Total 223 kb [1057] 2.0 b
minv > 1.5 GeV 140 mb 45 mb
minv > 6.0 GeV 2.8 mb 1.2 mb

Similarly, the two-photon production of jets and heavy quarks is a sensitive probe of
the partonic sub-structure of the photon. However, the rates for processes γ γ → qq are only
fractions of the corresponding processes in which the photon interacts with a parton in the
target (e.g. γ g → qq) [1054]. This will make detection and identification of these two-photon
processes very difficult.

A two-photon process which can be studied is two-photon production of lepton pairs.
This has been shown by both the STAR [1055] and PHENIX [1056] Collaborations at RHIC,
and also by fixed target experiments at the SPS and AGS.

The total cross section for e+e−-pairs is huge (Table 6.104). In fact, the probability of
producing an e+e−-pair in a grazing nuclear collision (b ≈ 2R) is near one, and lowest-order
perturbative calculations break down. Higher order calculations must include the possibility
for producing multiple pairs in a single event. Observing such multiple pairs would provide
a unique opportunity to study strong field QED, but since most pairs have invariant masses
of about ∼100 MeV or less at the LHC, this is experimentally very difficult. The production
of high-mass e+e−-pairs and µ+µ−-pairs is beleived to be well described by leading order
calculations. It has therefore been suggested to use this process for luminosity monitoring.
Lepton pairs with invariant masses around the J/ψ orϒ mass will furthermore be an important
background to photonuclear vector meson production, as discussed below.

The cross sections for two-photon production of e+e−- and µ+µ−-pairs for different cuts
on the invariant masses of the pairs are listed in Table 6.104.

6.10.1.3. Partonic interactions. A photon from the electromagnetic field of one of the nuclei
may interact with a parton in the target nucleus. The basic processes are γ + g → q + q and γ +
q → g + q. In the second process, the q can be replaced by a q from the sea. The partonic cross
sections can be calculated from perturbative QCD, and to leading order they are proportional
to the strong coupling constant αs(Q2), evaluated at scale Q2

= m2
qc2 + p2

t . Calculations can
thus be performed for the production of heavy quarks via γ + g → q + q [1054, 1058, 1059],
and for di-jet production [1060, 1061].

The total cross sections for heavy quark production are listed in Table 6.105. It is worth
noting that the cross section for cc-pairs is as large as 1barn. The cross sections are peaked
near threshold, and mid–rapidity production of cc- and bb-pairs therefore mainly probes
x values of ∼ 5 × 10−4 and ∼ 3 × 10−3, respectively. The cross sections are dominated by
direct photon–gluon fusion and therefore directly probes the nuclear parton distributions. See
Ref. [1054] for a discussion of the sensitivity to different parametrisations of the nuclear
shadowing.

Photonuclear production of top quarks would be an interesting probe for a direct
determination of the electric charge of the top quark [1062]. The existing data from Fermilab
do not exclude an exotic state with charge 4

3 e instead of the expected 2
3 e. The statistics from a

106 s run, however, seems to be insufficient (Table 6.105).
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Table 6.105. Cross sections and production rates for γ + g → qq in one ALICE year (106 s),
from [1054, 1062].

Final state Pb–Pb Ar–Ar

σ rate (per 106 s) σ rate (per 106 s)

γ + g → cc + X 1050 mb 5.5 × 108 14 mb 5.6 × 108

γ + g → bb + X 4.7 mb 2.3 × 106 70µb 2.8 × 106

γ + g → tt + X 0.3 nb – 29 pb (∼1)

Calculations for the photonuclear production of jets have only been performed
recently [1060, 1061]. Resolved processes are believed to be more important for jets than
for heavy quark production, and this makes the cross sections less sensitive to the parton
distributions [1060], but photonuclear jet production should still be a sensitive probe of low-x
nonlinear QCD dynamics [1061].

Both photonuclear heavy quark and jet production lead to the breakup of the target
nucleus. This makes the event topology different from that in exclusive interactions, where
a very clean signal can be obtained from the coherence requirement when the entire event
is reconstructed. There are to date no experimental data on photon–parton interactions in
heavy-ion collisions. The events are, however, characterised by a gap in rapidity, void of
particles, between the photon emitting nucleus and the produced final state. This distinguishes
the photon–parton events from hadronic interactions and may allow for experimental
identification.

6.10.2. Results from lower energy. The virtual photon spectrum extends up to a maximum
energy of ∼ γ h̄c/RA, where γ is the Lorentz factor of the beam. For coherent and exclusive
processes, this means that the maximum mass of the final state will be given by ∼ 2γ h̄c/RA,
where γ is the Lorentz factor in the centre-of-masss system. At the SPS and RHIC, this
is 0.8 GeV and 6.0 GeV, respectively, for heavy ions (Au or Pb). The particle production is
significant only at energies well below this value. Thus, from purely kinematical reasons, the
particle production in ultra-peripheral collisions before the start-up of RHIC was in practice
restricted to e+e−-pairs.

Results from the SPS with sulphur beams [1063, 1064] on two-photon production
of free e+e−-pairs were found to be in agreement with lowest order QED calculations.
Charge changing reactions, where a lead nucleus is transformed into bismuth and a negative
pion (γ + Pb → Bi +π−), have also been studied [1065]. The results are in agreement with
electromagnetic excitation calculations.

At RHIC, the first results on particle production in ultra-peripheral collisions were
obtained by the STAR Collaboration on exclusive production of ρ0 mesons [1066]. The
production was studied both exclusively and with Coulomb breakup of both nuclei. The latter
happens if two additional photons with very low energy are exchanged in the same event that
produced the vector meson.

The rapidity and transverse mass of the ρ0 for interactions at
√

sNN = 200 GeV is shown
in Fig. 6.441. The measured cross section and rapidity distribution are in good agreement with
the calculations [1044, 1045].

As mentioned above, STAR has also measured the production of e+e−-pairs in
interactions with Coulomb breakup [1055]. The results were found to be in good
agreement with lowest order perturbation theory. The pair pt distribution deviated from the
Weizsäcker–Williams virtual photon approach, showing that the virtual photon mass was
important in that kinematical regime.
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Figure 6.441. Rapidity (a) and invariant mass (b) distributions for coherent ρ0 production in
Au–Au interactions accompanied by mutual Coulomb breakup at

√
sNN = 200 GeV, by the STAR

Collaboration [1068]. The dashed curves in (b) correspond to a relativistic Breit–Wigner function
and a Söding interference term; the solid curve is the sum of the two. The dash–dotted curve
describes the background from incoherent interactions.

Figure 6.442. Invariant mass distribution of e+e−-pairs in coherent Au + Au → Au + Au∗ + e+e−

reactions measured by the PHENIX Collaboration [1056]. The distribution can be explained by
the sum of a continuum contribution from γ γ → e+e− and decays of J/ψ → e+e−.

Recently, the PHENIX Collaboration presented the first preliminary results on exclusive
J/ψ production in Au+Au collisions at RHIC [1056]. The electron/positrons from the decay
J/ψ → e+e− were measured by the electromagnetic calorimeters in the PHENIX central
tracking arms. The electromagnetic calorimeters were used in coincidence with the zero-
degree calorimeters for triggering on events where a high-mass e+e−-pair was produced in
coincidence with Coulomb breakup of one or both nuclei.

The measured J/ψ cross section is dσ(y = 0)/dy = 44 ± 16(stat.)± 18(syst.) µb. The
main background is continuum production of e+e−-pairs from two-photon interactions. The
electron–positron invariant mass distribution is shown in Fig. 6.442.
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The mutual Coulomb breakup of the beam nuclei without particle production has also
been studied at RHIC [1067].

The first results from RHIC have shown that it is possible to trigger on and identify
ultra-peripheral interactions in the high-multiplicity environment of relativistic heavy-ion
interactions. So far, only exclusive interactions have been studied, and the identification has
been based on reconstructing the entire event and using the summed pt of all the tracks as
signature for coherence. The measured cross sections have generally been found to be in
agreement with expectations. This shows that the photon spectrum is fairly well understood,
and that information on the photonuclear cross section can be extracted. The increased energy
at the LHC will greatly enhance the physics potential.

One example where it is easy to show that LHC will provide new insights is
photoproduction of ϒ . This has been studied in γ –proton interactions at HERA. The
accumulated data amounts to less than 50 events in total (H1 and ZEUS). ALICE should
have a unique opportunity to improve the existing measurements.

6.10.3. Ultra-peripheral collisions in ALICE. The two classes of ultra-peripheral collisions
mentioned above (‘elastic’ and ‘inelastic’) will require different analysis and trigger
techniques. For exclusive vector meson production, the identification is based on
reconstructing the entire event (the two tracks from the decay), and identifying the coherent
production through the low pair–pt. The γ –parton interactions must be identified based on the
presence of a rapidity gap between the photon emitting nucleus and the produced particles.
The method of using rapidity gaps is a standard technique in diffractive interactions at hadron
colliders, but it has not been used in heavy-ion experiments so far.

6.10.3.1. Trigger schemes. The very different topology of ultra-peripheral interactions
compared with central nucleus–nucleus collisions leads to different trigger requirements. For
hadronic interactions, it is possible to use the charged–particle multiplicity in a region of
phase space outside the acceptance of the central barrel as trigger. This is not possible for
ultra-peripheral interactions, which are characterised by gaps, several units of rapidity wide,
void of produced particles. To detect the ultra–peripheral events it is necessary to have a low-
level trigger sensitive to the production of a few charged particles around mid–rapidity.

In ALICE the Time-of-Flight (TOF) detector is a natural candidate to address this task.
The fast response of the multigap resistive plate chambers (MRPC), the large area covered
(|η|< 1) and the high segmentation, makes the TOF well suited for triggering at Level 0 in
the central region. Taking advantage of the FPGAs implemented in the hardware, the TOF
trigger has a high flexibility, allowing the selection of a large variety of event topologies. The
segmentation used by the trigger can be decided at software level, allowing a minimum of 48
pads (≈500 cm2) per TOF cell.

A reduced signal from the TOF (an ‘OR’ of several cells) can be used as pretrigger for
the ALICE Transition Radiation Detector (TRD). A division of each ALICE azimuthal sector
into 16 segments in z-direction and into 2 segments in azimuthal direction is currently under
discussion. Such a scheme leads to 32 cells per azimuthal sector, hence to a total of 576 cells
covering all of the central barrel. A trigger bit is derived from each cell depending on whether
a track is seen within the cell. A Trigger Bit Logic Unit (TBLU) takes the 576 bits as input and
generates a Level 0 signal which is sent to CTP. In this TBLU, the 576 bits are examined for
coincidences generated by the track topologies of interest. In addition, coincidences or anti-
coincidences of T0,V0-counters can be required at this level. Such a coincidence definition
corresponds to a rapidity gap requirement as discussed above.
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A possible trigger scheme for exclusive vector meson production is described below:

Pretrigger for TRD: The TRD pretrigger signal is taken from the output of the TBLU. Every
Level 0 signal of TBLU is sent to TRD as pretrigger signal.
Level 0: The TOF Level 0 multiplicity coupled with a suitable topology cut (see next section)
will provide a trigger for exclusive events with exactly two charged tracks in the central barrel.
The different TBLU output bits carry the information of track multiplicity as well as of empty
rapidity gap 1.6< |η|< 3.9. Level 0 triggers are asserted or rejected in the CTP by examining
information of the Si-pixel detector. Dark triggers generated by TBLU will be mostly empty
in the Si-pixel detector. The information from Si-pixel will therefore eliminate the dark rate
considerably at Level 0.
Level 1: For the J/ψ → e+e− and ϒ → e+e− decay channels, the main trigger cut at this level
will be the identification of one electron and one positron in the TRD. If a more accurate
measurement of the multiplicity in the central barrel is available, it could be used to select
events with exactly two charged tracks. Information from the zero-degree calorimeters may
be used to select events with or without Coulomb breakup.
High-level trigger: The high-level trigger may be used to require exactly two tracks from
the primary vertex in the TPC with opposite charge. Using the reconstructed momenta, a
cut on the summed pt of the tracks can be applied. This is highly efficient in suppressing
the background from incoherent events. Some of the pions from the decay of the coherently
produced ρ0 could be misidentified as electrons in the TRD at level one. Due to the extremely
high rate for ρ0 production, it might be necessary to apply a cut on invariant mass in the
High-level trigger to remove these events.

A similar scheme for γ –parton events is:

Level 0: Asymmetric signal in the V0 counters, in other words a low or intermediate
multiplicity signal in the counter on one side and no signal in the counter on the opposite
side, supplemented by a low-multiplicity trigger from a detector in the central arm, e.g. the
time-of-flight.
Level 1: The ZDC on the same side as the rapidity gap should be empty. The signal in the
ZDC on the opposite side should be low.
High-level trigger: The photonuclear events will occur with high rates and only a small
fraction of them will be interesting. In addition, the asymmetric signature used in the lower
trigger levels are satisfied by beam–gas interactions as well. The high-level trigger will be
needed to reject beam–gas events and to select the interesting photonuclear events. This
selection could involve identification of open charm.

6.10.3.2. Trigger backgrounds. When triggering on ultra-peripheral collisions, the most
important parameter to face is the fake trigger rate (FTR), due to combinatorial background.
The signal is characterised by a few tracks in an otherwise empty detector. The key ingredient
when computing the FTR for the TOF Level 0 trigger is the MRPC noise, the measurement of
which, performed in the CERN PS-T10 area, gave 0.5 Hz cm−2. Such noise is due to ionizing
particles in the chamber, while the fraction coming from the Front End Electronics noise is just
few percent (this was measured by switching off the MRPC high voltage). An estimate of the
noise that the TOF will experience when running in ALICE is not straightforward: the main
sources of background will be the beam–gas collision, the beam mis-injection and the neutron
delivered by the Pb–Pb interactions itself. Although the TOF does not contain materials with
large neutrons absorption cross section, the TRD, placed in the neighbourhood, makes use
of a gas mixture containing Xe (85%), whose isotop Xe-135 has a neutron absorption cross
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Figure 6.444. Difference in the azimuthal angle between the decay products in the J/ψ → l+l−

and ρ → ππ decay.

section of few millions of barns. As a safety margin we will use for the prediction reported
below a MRPC noise of 2.5 Hz cm−2, a factor 5 larger than the measured one.

Figure 6.443 shows the FTR as a function of the rate in the TOF single pad, whose area
is approximately 10 cm2. The FTR, when selecting a number of fired cells Ncell > 5 is '1 Hz,
while the FTR for Ncell = 2 is 200 kHz. Such high rate, unmanageable also at Level 0, can be
further reduced by using the vector meson decay topology. We simulated the J/ψ → l+l− and
the ρ → ππ decay, using the ‘starlight’ Monte Carlo code [1069]. The particles produced
in the decay were traced in a empty cylinder in a B = 0.5 T magnetic field. We found an
efficiency for containing both the decay products of ε J/ψ

cont =16.7% and ερcont=8.3% respectively.
Figure 6.444 shows the distribution of the difference between the ϕ angles of the two particles
produced in the decay, in the plane orthogonal to the beam axis. Although smeared by the
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Table 6.106. Expected yields within the geometrical acceptance of the ALICE central barrel for
Pb–Pb interaction.

Meson Production Rate Decay mode B.R. Geometrical Rate
(per 106 s) Acceptance (per 106 s)

ρ0 2.6 × 109 π+π− 100% 7.9% 2 × 108

J/ψ 1.6 × 107 e+e− 5.93% 16.4% 150000
ϒ(1S) 80000–250000 e+e− 2.38% 23.6% 400–1400

magnetic field, a clear topology is still evident: for the leptons from J/ψ decay, by selecting
only pairs of cells in a 150◦ 61ϕ 6 170◦ window, the FTR can be reduced by a factor 18,
while for the pions from ρ decay, by selecting only the cell pairs in a 70◦ 61ϕ 6 110◦

window, the FTR can be reduced by a factor 9, while keeping 60% of the signal.
A further FTR reduction can be obtained for both vector mesons decay considering that

in Pb–Pb interaction, despite a bunch crossing length of 125 ns, the TTC will distribute a
40 MHz clock. Since the OR signal has a 20 ns length, we can align this signal so that the
positive edge of the TTC clock is well inside it. By enabling the latching only in the edge
effectively corresponding to the bunch crossing and vetoing the latching in the four remaining
edges, we can reduce the noise by a factor 5. In the combinatorial background, for Ncell = 2,
this reflects in a factor 25, giving:

FTRL0 < 200 kHz/18/25 = 440 Hz for the J/ψ → l+l− decay and (6.167)

FTRL0 < 200 kHz/9/25 = 880 Hz for the ρ → ππ decay. (6.168)

Such FTR at L0 level has to be compared with the genuine J/ψ → l+l− rate:

RateJ/ψ = L · σ · ε
J/ψ
cont ·0 = 5 × 1026 cm−2 s−1

· 32 mb · 0.167 · 0.12 = 0.32 Hz (6.169)

and with that of ρ → ππ rate:

Rateρ = L · σ · ε
ρ
cont · ε8 = 5 × 1026 cm−2 s−1

· 5200 mb · 0.083 · 0.6 = 120 Hz. (6.170)

The TOF can tag at Level 0 several meson decays: a detailed study on the selection
capability in each UPC channel is undergoing.

6.10.3.3. Expected rates in the central tracking arm. The expected yields of vector
mesons and lepton pairs from two-photon interactions were estimated from the geometrical
acceptance of the ALICE central barrel and muon arm. Events were generated from a Monte
Carlo model based on the calculations in [1044, 1069, 1070]. The rate calculations were
performed with a beam luminosity of 5 × 1026 cm−2 s−1 for Pb–Pb collisions.

The geometrical acceptance of the ALICE central barrel is defined as |η|< 0.9 and
pt > 0.15 GeV/c, and for the muon arm 2.56 η 6 4.0 and pt > 1.0 GeV/c is used. It is
required that both tracks are within the acceptance for the event to be reconstructed.

For the TRD, a trigger cut of pt > 3.0 GeV/c will be necessary in central collisions.
It is not clear if this would be necessary for ultra-peripheral events. If it is, then it would
preclude measurements of coherently produced J/ψ’s, which all have transverse momenta <
100 MeV/c. The rates for e+e−-pairs are calculated with cuts in pt of both 0.15 and 3.0 GeV/c.

The calculations for vector mesons are summarized in Table 6.106, and the calculations
for lepton pairs are shown in Tables 6.107 and 6.108.

The rates for the J/ψ seem high enough for an early measurements in ALICE. For
example, a luminosity of 5% of the design luminosity would give about 500 reconstructed
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Table 6.107. Expected yields within the geometrical acceptance of the ALICE central barrel for
two-photon production of e+e−-pairs.

Pb + Pb → Pb + Pb + e+e−, minv >1.5 GeV

Selection Geometrical Acceptance Rate (per 106 s)

All 100% 7 × 107

|η|< 0.9, pt > 0.15 GeV 1.0% 7 × 105

|η|< 0.9, pt > 3.00 GeV 0.02% 14 000

Table 6.108. Expected yields within the geometrical acceptance of the ALICE muon arm for
two-photon production of µ+µ−-pairs.

Pb + Pb → Pb + Pb +µ+µ−, minv >1.5 GeV

Selection Geometrical Acceptance Rate (per 106 s)

All 100% 2.2×107

2.26 η6 4.0, pt > 1.0 GeV 0.26% 60 000
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Figure 6.445. Invariant mass distributions for e+e−-pairs from two-photon interactions and
decays of coherently produced J/ψ’s, where both the e+ and e− are within the geometrical
acceptance of the central barrel. The left figure shows the expected yield after 2 × 104 s at the
design luminosity (corresponding to an integrated luminosity of 10µb−1). The right figure is for
2 × 106 s (1000µb−1). Only the natural widths of the vector mesons have been included.

J/ψ’s in a 24-hour run. A 106 s run with Pb–Pb would be sufficient to improve the statistics
of photoproduced ϒ’s from HERA significantly.

The expected yield of e+e−-pairs in the central barrel with m inv > 1.5 GeV for a 2 × 104 s
run at the design luminosity is shown in Fig. 6.445 (left). The corresponding plot for
m inv > 6.0 GeV for a 2 × 106 s run is shown in Fig. 6.445 (right).

6.10.3.4. Background sources in the central tracking arm. The experience from RHIC is that
coherent events can be identified with good signal to background ratios when the entire event
is reconstructed and a cut is applied on the summed transverse momentum of the event. The
amount of background from incoherent processes can be estimated by reconstructing events
with two tracks of the same charge, e.g. π+π+ or π−π− if the signal is ρ0

→ π+π− [1066].
For heavy vector mesons, the main background will most likely be lepton pairs produced
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in two-photon interactions (since these are produced in coherent interactions, they are not
rejected by a cut on the pair–pt) [1071].

The following sources of background have, nevertheless, been investigated: peripheral
A–A interactions, incoherent γ –A interactions and cosmic muons. These sources were
considered for a similar study in STAR [1070].

The contributions from cosmic muons to the trigger was non-negligible in STAR since
the scintillator counters used in the central trigger barrel surrounded the TPC and covered
a large area. Measurements from L3 + Cosmics which also used scintillators surrounding a
large volume (the L3 magnet) saw a cosmic rate about a factor of five lower than calculated
for STAR. Note that L3 is situated about 100 m below the surface of the earth. In STAR, the
rate of cosmic triggers were reduced by a topology cut on the zenith angle. If the Si-Pixel
detector is used for triggering, the area that is susceptible to cosmic muon triggers is much
reduced.

Peripheral A–A interactions have been studied with FRITIOF 7.02 [1072]. 5000
peripheral events have been processed. The impact parameter b was in the range [13,20]
fm, corresponding to about 25% of the inelastic cross section. Of these events, 435 (9%)
fulfilled the condition that the number of charged tracks in the central barrel, nTPC should
be in the range: 1< nTPC 6 5 and 97 (2%, corresponding to a cross section of about 40 mb)
had nTPC = 2. This latter number is then an order of magnitude lower than the cross section
for ρ production. Furthermore, the pair–pt distribution is completely different from the one
expected from the signal.

Incoherent photonuclear interactions might be an important background at the trigger
level, and for inclusive events also at the analysis level. The direct photon–parton interactions
constitue only a small fraction of the total photon–nucleus cross section. The bulk of the cross
section is explained by the generalized vector meson dominance model, where the photon first
fluctuates to a vector meson (ρ0) which subsequently interacts with the target inelastically.
Since the energy spectrum of virtual photons is peaked at energies much lower than the beam
energies, these interaction will resemble interactions between the beam nucleus and a hadron
nearly at rest.

The total photonuclear cross section can be calculated by integrating over the virtual
photon energy spectrum

2

∞∫
kmin

σγA(k)
dn

dk
dk. (6.171)

The 2 takes into account that each nucleus can act as both photon emitter and target. With
a minimum photon energy cut-off kmin = 10 GeV in the rest frame of the target nucleus, and
assuming a constant total cross section σγPb = 15 mb [1073], this is 44 b. 50000 γ –Pb events
have been simulated under these conditions with the DTUNUC 2.2 event generator [1073].
1595 (3%) of these fulfilled the acceptance criteria: 1< nTPC 6 5. This corresponds to a cross
section of 1.4 b.

6.10.3.5. Expected rates in the muon arm. Coherent quarkonium photoproduction in ultra-
peripheral ion collisions has a clearly distinguishable signature: a muon pair should be
detected, and nothing else. The useful Level 0 component for this purpose is the muon trigger
provided by the Muon Spectrometer in the forward rapidity region. Recently, it has been
decided to equip PHOS with the electronics needed to provide a Level 0 trigger. The PHOS
covers approximately 10% of the ALICE barrel solid angle, so it will always fire in the most
central ALICE events. By combining the muon arm trigger with a veto on either PHOS or the
TOF Level 0 signal, events with muon production in the forward direction and abnormally
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Table 6.109. Expected rates for J/ψ photoproduction in Pb–Pb collisions (running time 106 s). The
mass bin to estimate the the background was taken as 1M = 0.25 GeV/c2.

LTA S/B Significance IA/LTA

muon arm 25000 5 150 2.28
muon barrel 21 400 0.5 80 6.19

Table 6.110. Expected rates for ϒ photoproduction in Pb–Pb (running time 106 s). The mass bin
to estimate the background was taken 1M = 0.5 GeV/c2.

LTA S/B Significance

muon arm 25 0.36 2.5
muon barrel 60 0.03 1.3

Table 6.111. Expected rates for J/ψ and ϒ photoproduction for Ar–Ar (running time 106 s, beam
luminosity 4 × 1028 cm−2 s−1).

LTA J/ψ LTA ϒ

muon arm 25 000 33
muon barrel 13 000 72

low multiplicity will be selected at Level 0. We note that the trigger system of the muon arm
will allow to select the reaction in two different configurations:

• ‘muon arm’: both muons are detected in the muon arm
• ‘muon barrel’: one muon is detected in the muon arm, the other in the central barrel.

At trigger Level 1 different detectors can be used to improve the selection of ultra-
peripheral collisions, for example applying the veto from the outer rings of the V0 detectors.

The expected counting rates were estimated using the AliRoot simulation code [1074].
In the AliRoot simulation we assume that once the muon passed through the detector (10
tracking chambers + 4 trigger chambers of the muon spectrometer and/or has hits both in ITS
and TPC), the detector response could be successfully analysed. The resulting acceptances
are of the order of 5% and 2% for J/ψ and ϒ , respectively.

The counting rates (in LTA approach) expected in a Pb–Pb data taking period (106 s)
for J/ψ and ϒ photoproduction are given in Table 6.109 and 6.110, respectively. The
corresponding counting rates for Ar–Ar collisions are shown in Table 6.111.

In Table 6.109 and 6.110, the signal to background ratios (S/B) and statistical
significances (S/

√
S + B) are also given. Note, that background level in [1053] was

underestimated. The background is caused by muon pair production in γ –γ collisions
(generated according to the distributions taken from [1075]). The angular distribution of the
muon pair (which is highly peaked in forward direction) explains difference in S/B ratio
in the cases mentioned above. The mass bins used to compute S/B and significance (see
caption of Table 6.109 and 6.110) are larger than those quoted for central collisions; they were
derived from the results of the AliRoot simulations taking into account the poor knowledge
of the quarkonia decay vertex. Approximately 85–90% of the quarkonia reconstructed mass
spectrum are within these limits.

The background from muon pairs produced in two-photon interactions will be a problem
mainly for the ϒ . The situation is different for J/ψ : in this case the rate is large (about 1000
detected resonances per day) and both the signal to background ratio and the significance are
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sufficient for clean measurement of the phenomenon. In the last column of Table 6.109 the
ratios of the J/ψ rates obtained in the IA and LTA are displayed. The large value of this ratio
(about 6) for the muon barrel indicates that the rates measured in this configuration are very
sensitive to the reaction mechanism, allowing to explore the transition from nuclear colour
transparency to the regime of colour opacity. The smaller value of the ratio for the Muon Arm
configuration suggests that measurements of muon pairs in the Muon Spectrometer would be
sensitive to gluon density functions.

6.10.3.6. Background sources in the muon arm. The first source of background is
represented by the incoherent production of heavy quarkonia. As discussed above (see
Fig. 6.440) the coherent and incoherent processes show completely different momentum
transfer distributions. This feature, together with the fact that incoherent production can be
accompanied by neutrons emitted in the ZDC acceptance, means that the two processes can
be experimentally identified and studied separately.

Another source of physical background is muon pair production in γ –γ interactions. The
total cross section for this process is large, and, as shown in Tables 6.109 and 6.110, the yield
in the mass range of interest can also be significant.

Finally, we note that coherent production of heavy quarkonia can also occur in strong
(pomeron–pomeron) interactions. The cross sections for this process are expected to be small.
However, a more accurate evaluation of this contribution still has to be performed.

6.11. Cosmic-ray physics

6.11.1. Contributions of ALICE to cosmic-ray physics. The use of high energy collider
experiments for cosmic-ray (CR) physics was pioneered during the LEP era by the L3 and
ALEPH Collaborations [1076, 1077]. As ALICE intends to use a CR trigger for calibration
and alignment of the central detectors, we have explored the possibilities of the experiment to
contribute to CR physics, and to make genuine measurements in this field.

There are two main aspects where ALICE could contribute to CR physics. The first
would lead to a better understanding of nuclear interactions at very high energy, a point that
is fundamental to the description of CR interactions in the atmosphere. In this subject ALICE
is unique because it has been designed to track and identify a very large number of charged
particles created in pp, pA and A–A collisions event by event. The detailed measurements of
the secondaries from the collisions of pp up to Pb–Pb interactions will be used to tune and test
the hadronic interaction models at the highest energy attainable using accelerators.

The second aspect is the direct contribution to CR physics which may be accessible with
ALICE. The excellent tracking performance of the TPC (described in Section 6.11.5.3), with
its precise measurement of the particle momenta, improved by the utilization of other detectors
like the TRD and TOF, can be usefully exploited in order to study muons produced after
the interaction between a primary CR with a nucleus of the atmosphere. The capability to
track very high densities of muons and measure their energy up to 1–2 TeV permits a new
approach to the analysis of CR events previously unexploited. A (partially existing) surface
array above ALICE, measuring in coincidence observables connected with the energy of the
primary, the core and the direction of the extensive air shower, could be used to improve the
characterization of the cosmic events.

In the following sections we describe in detail these two aspects and mention briefly the
use of atmospheric muons in the calibration and alignment of specific detectors.
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Figure 6.446. Pictorial view of an EAS.

6.11.2. Hadronic interaction models in cosmic rays. In Chapter 1 of PPR Volume I [3] it was
explained that at energies above E ' 1014 eV CR measurements are indirect. The primary CR
is detected through the shower of particles created by its interaction with a nucleus of the
atmosphere. This cascade of particles, developing in the atmosphere, is called Extensive Air
Shower (EAS) and it is shown in a pictorical view in Fig. 6.446.

Usually surface arrays of very large dimensions measure only some specific particles
of an EAS, while underground apparata detect only the energetic muons. The identification of
the primary CR through measurements of the shower observables, detected at the altitude of
the experiment, requires a comparison between experimental data and simulated events. The
complicated development of a EAS and the fact that the standard CR experiments sample only
a small fraction of the shower particles make sophisticated Monte Carlo simulations at very
high energy a necessity. Obtaining a reliable reconstruction of the mass, energy and direction
of the primary particle from measured quantities is a challenge for these analyses. This can
be done only on a statistical basis by measuring a number of observables and requires a good
understanding of the shower cascade and detector performance. While the electromagnetic
cascade is well understood, most of the uncertainties in shower simulations arise from the
hadronic interactions. In particular the inelastic cross section, the inelasticity, the production
of secondary particles and the diffractive processes for proton–air or nucleus–air interactions
have to be well understood in order to obtain a good simulation of the shower development.
At present, some quantities and processes are poorly known at TeV energies, and for
energies involved in indirect measurements several quantities are extrapolated by orders of
magnitude.
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Figure 6.447. Multiplicity distribution of charged particles obtained with different hadronic
interaction models at the UA5 and LHC energies.

The hadronic interactions are usually described in Monte Carlo programs by
phenomenological models tuned to accelerator data at lower energies. Over the past few
years, the CR community has adopted the CORSIKA code [1078] as simulation program
for EAS development. It is a fully stochastic and four dimensional air-shower generator
that contains several hadronic interaction models such as VENUS [1079], QGSJET [1080],
DPMJET [1081], HDPM [1082], SIBYLL [1083], neXus [1084], among others, based on the
Dual Parton Model (DPM). The first three models adopt concepts of relativistic quantum
field theory according to the Gribov–Regge theory. SIBYLL contains the DPM approach
with minijet production calculated from QCD, while HDPM, now considered obsolete,
parametrizes the pp collider data extrapolating to higher energies and using phenomenological
extensions for nucleus interactions. neXus is an evolution of VENUS with the treatment of
minijets; only these last two models introduce secondary interactions.

All models tune the free parameters by comparing the simulations to the available
experimental data from pp, ep, and heavy ion collisions. The parameters are usually adjusted
at the Tevatron energy, i.e. around E ∼ 1015 eV, or to pp collisions at

√
s = 630 or 900 GeV.

The extrapolation of some physical quantities, up to LHC energy (
√

s = 14 TeV), leads
to considerable differences among the various interaction models. A detailed comparison
of them was performed in [1085]. Figure 6.447 shows the charged particle multiplicity
distributions in pp collisions at

√
s = 900 GeV for non-diffractive events. The distributions

obtained by all the models are in good agreement with the experimental data taken by
UA5 experiment [1086]. In the same figure, large differences are clearly visible among
the various models when these distributions are extrapolated to pp collisions at the LHC
(
√

s = 14 TeV).
The p–air inelastic cross section and the inelasticity have a great influence on the

shower development. The inelasticity corresponds to the fraction of energy of the interacting
particle converted into the production of secondary particles. It governs the position of the
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Figure 6.448. p–air inelastic cross section: measurements and theoretical calculations.

maximum number of particles reached by the shower. The inelastic cross section determines
the average altitude in the atmosphere in which the first interaction occurs. A change of
either of these quantities drastically changes the longitudinal development of the shower.
Each model estimates the p–air cross section σ p−air starting from the σ pp̄ measured in collider
experiments, assuming a random distribution of the nucleons in the air nuclei and using the
Glauber model. As we can see from Fig. 6.448, the calculation of σ p−air leads to different
results in the various models starting to diverge at energies relevant for cosmic rays at the knee
(E > 1015 eV). A precise measurement of the pp cross section as foreseen by the TOTEM
experiment [1087] at LHC will allow a better extrapolation of the σ p−air to energies above
the knee.

Knowledge of the collisions at very high energies, particularly of the secondaries emitted
in the forward direction, is fundamental to the improvement of the interaction models for
CR physics. Most of the energy is concentrated in this kinematic region, i.e. at very high
rapidity or large Feynman-x, strongly influencing the longitudinal development of the EAS.
Unfortunately, none of the LHC experiments are particulary well suited to measuring particle
production in the very forward region. The tracking capabilities and particle identification
of ALICE in the central rapidity region and the multiplicity measurements down to η = 5
(θ = 0.7◦), can at least be used to constrain hadronic interaction models and extrapolations
can relate the different kinematic regions. The ALICE centre of mass energy of

√
s = 14 TeV

corresponds to a proton of E ∼ 1017 eV interacting with a fixed nucleon target. The energy
of the CR knee is at about E = 3 × 1015 eV. For the first time, a large energy region above
the knee will be explored with the LHC. As well as testing hadronic models at very high
energy, accelerator measurements should clarify definitively whether the knee is generated by
a change in the properties of the hadronic interactions or if it is due to astrophysical sources.
This is one of the important issues debated over the last 40 years which remains unresolved.

A number of accelerator measurements can contribute to the improvement of the the
knowledge of hadronic interactions in the energy range relevant for CRs. The hadron spectra
for pp and pA minimum bias interactions in the Feynmann-x region 0.1< xF < 0.8 are
fundamental to a precise estimation of the average proton inelasticity and the position of
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the shower maximum. The diffractive region is also of great importance but is unaccessible
using the current set of experiments. Hadron spectra in the region 0< xF < 0.1, where
the measurements of ALICE are optimized are useful for providing the number of muons
produced in the shower. The relevant measurements are the pseudo-rapidity distributions of
identified hadrons. Hadron transverse momentum distributions for low pt values (<5 GeV/c)
are useful for shower experiments using emulsion chambers and hadronic calorimeters.

The study of the A–A interactions is of considerable interest and in particular the
nitrogen–nitrogen collisions, since nitrogen and oxygen are the most abundant nuclei in the
atmosphere and the C-N-O group is very abundant at the knee energies. The opportunity to
study hadron spectra in pp and pA collisions and also to divide these spectra in intervals of
centrality can provide consistency checks of model predictions. The asymmetric interaction
proton–nitrogen is also considered to be very important.

6.11.3. The ALICE environment. Before describing the direct contributions of ALICE to CR
physics it is necessary to analyse the effects of the environment on atmospheric muons, and to
clarify the differences with the standard CR underground detectors. The flux of cosmic muons
is shielded at the ALICE location by 30 metres of rock. This is sufficient to stop all electrons
and hadrons created at the surface, leaving only muons with energies above approximately
15 GeV. The magnet yoke and coils also act as additional absorbers. This threshold is much
lower than for large underground experiments, which usually detect muons in the TeV region.
Correspondingly, a much higher rate is expected.

The rock composition over the experiment is known from the geological surveys made
for the L3 experiment. The surface above the ALICE location is flat within a radius of at
least 200 metres from the centre of the apparatus, so its effect on the muon absorption and
energy loss can be accurately evaluated. In contrast, underground laboratories located below
large mountains have to cope with the poorly known overall composition of the rock, and with
difficult energy loss corrections which depend on zenith and azimuth angle. A description of
the ALICE environment and a first evaluation of its effects on cosmic muons is given below.

6.11.3.1. Location of the ALICE set-up. Measurements of CRs in underground experiments
require detailed knowledge of the detectors involved and the environment around them.
Significant physical effects of the material between ground level and the apparatus include
energy loss of muons, scattering, and interactions. All these effects should be carefully
simulated for a correct reconstruction of the physical information. The relevant aspects of
the ALICE environment are:

• The structure of the main experimental hall underground, including the tunnels, shafts and
any other large mechanical structure around the detector at the underground level.

• The composition of the rock below the ground level for a sufficiently large area (a circle of
radius of about 200 m) around the ALICE location.

A general view of the CERN LHC Point-2, where the experiment will be installed is
shown in Fig. 6.449, while the main parameters are summarized in Table 6.112.

The location and size of the main experimental underground cavern is known from the
LEP project. The main accelerator tunnel is inclined by 1.39% with respect to ground level.
The rock over the detector, up to the ground level, may be modeled by a uniform thickness of
sub-alpine Molasses, whose composition and properties are reported in Table 6.113 [1088].

6.11.3.2. Effects on atmospheric muons. The effects of the environment on muons was
simulated to explore the type and sensitivity of possible CR measurements within ALICE.
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Figure 6.449. General view of LHC Point-2.

Table 6.112. Main parameters of LHC Point-2, where ALICE will be installed.

Latitude 46.15◦ N
Longitude 6.02◦ E
Altitude 449 m a.s.l.
Location of vertex detector 44.8 m underground
Rock thickness over the detector 30 m (approx. 290 rad.lengths)
Lower muon energy threshold approx. 15 GeV
Orientation of the z-axis Nort-West to South-East, about 37.5◦ w.r.t. North

Table 6.113. Composition of sub-alpine Molasses over the ALICE detector. The mean mass
number of this material is 23.64, with a density of 2.40 g cm−3.

element H C O Na Mg Al Si K Ca Fe
percentage % 0.8 4.3 48.5 0.7 4.2 3.7 21.5 2.3 10.0 4.0

The average energy threshold Eµth , for muons reaching the central magnet after crossing
the rock is Eµth ' 14–15 GeV. Muons crossing the two shafts PX24 and PM25 have a lower
threshold as shown in Fig. 6.450, in which the energy loss in the rock is plotted for different
azimuth angles. The behaviour of the energy loss with zenith angle is shown in Fig. 6.451.
Muons with large zenith angles cross a greater amount of rock and lose more energy; for
example the threshold for θ = 50◦ is around 25 GeV. At particular angles, muons travel along
the shafts and lose only a small fraction of their energy. This effect is clearly visible in
Fig. 6.451, showing that it occurs preferably for zenith angle around 20◦–40◦.

Muons crossing the rock change direction due to multiple scattering. This introduces an
error in the measurement of the muon direction that has to be added to the tracking error. The
distribution of the angular deviation in the space 19 from the direction at surface level for
muons with pµ = 50 GeV/c is plotted in Fig. 6.452. At this energy the r.m.s. of the angular
deviation due to the rock is around σ = 0.3◦. The dependence of the r.m.s. of the angular
deviation on the muon energy is plotted in Fig. 6.453.

Energy loss and multiple scattering change the properties of muons reaching the
experiment affecting both the flux and the shape of the energy spectrum. To analyse these
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effects, atmospheric vertical muons (0◦ < θ < 20◦) were generated with the shape of the
momentum spectrum and angular distribution given in [1089]. A comparison of the inclusive
muon momentum distribution at surface level and of the muons reaching the central magnet
is presented in Fig. 6.454 showing the cut-off at low momenta.
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6.11.4. Physics topics of interest. The CR topics which can be addressed in ALICE depend
not only on the environment as described above, but also on the trigger conditions and on the
live time of the data taking. In principle, a complete coverage of the three upper octants of
the central magnet with scintillators (around 200 m2) would guarantee the best conditions for
triggering atmospheric muons. However, the trigger rate would be of the order of 450 Hz for
single muons, which is unacceptable during ALICE data taking.

The coverage currently forseen for calibration purposes (about 10 m2 centred above the
TPC) would lead to single muon rates of the order of 30 Hz.

An accurate measurement of the energy spectrum and charge ratio of vertical muons
in the energy range up to E = 1–2 TeV can only be performed if a single muon trigger is
implemented. Given the size and rate limitations in ALICE, it will be difficult to improve on
the statistics taken by the L3 + C experiment (>1010 CR triggers [1090]).

A multi-muon trigger considerably reduces the acquisition rate also for large surfaces
of trigger detectors. Preliminary measurements performed in the experimental cavern have
given a coincidence rate (two muons) of 0.027 Hz for a configuration of two 20 × 20 cm2

scintillator pads placed at a distance of 20 cm from centre to centre. With a distance of 95 cm
the coincidence rate has decreased to 0.0021 Hz. These values indicate a level of few Hz of
acquisition rate also for large trigger surface when the trigger request is at least two muons,
a rate acceptable also during standard data taking. For all these reasons the study of muon
bundle seems the most promising topic, while inclusive muon measurements will be limited
to vertical events.

6.11.4.1. The trigger background due to pp interactions. The CR trigger will deliver a signal
during the operation of the LHC beam, and, as explained in the previous paragraph, a cosmic
rate of a few Hz is expected for multi-muon events. We have, therefore, to evaluate the level
of contamination to this trigger coming from standard pp or heavy-ion interactions, to decide
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the strategy of the data taking and to estimate its live time. A pp interaction rate of about
200 kHz is forseen during operation with proton beams at 3 × 1030 cm−2 s−1 luminosity. In
order to calculate the rate of the fake triggers for cosmic muons at this luminosity we have
simulated 10000 minimum bias pp standard events. The number of charged particles per event
reaching the external part of the upper octant of the magnet, in an area of 5 × 5 m2 centred
above the TPC, is shown in Fig. 6.455. We can see that about 3% of the events give a charged
particle in this area, therefore we foresee a fake trigger rate due to pp interactions of the order
of 6 kHz for single muon and 600 Hz for multi-muon trigger. This rate does not allow for the
use of ACORDE in stand-alone mode. The use of an anticoincidence with V0, T0 and Pixel
Detectors can reject the contamination from pp interactions. This anticoincidence will reduce
the live time of the cosmic data taking to the level of around 25–30% of the pp run time.
In one year of data taking the pp run will be active for 107 s while the heavy-ion run will
last 106 s. In addition, the empty bunch-crossing time slots, not occupied by particles, will be
opened for CR trigger. We estimate, therefore, a live time of about 30 days for cosmic run in
one year of LHC operation. Assuming a rate of about 1 Hz for the multi-muon trigger, more
than 2.5 × 106 events can be taken in one year.

6.11.4.2. Muon bundles. ALICE is particulary well adapted to observe underground multi-
muon events, which are of interest to investigate the composition of very high energy CRs and
to search for exotic CR events.

The transverse size of muon bundles, their number and their energy distribution are
sensitive to the mass of the primary nucleus inducing the EAS. A previous analysis of muon
bundles from CRs has been done at LEP using the ALEPH detector [1077]. Multi-muon
events observed in the 16 m2 ALEPH TPC detector with a momentum cut-off of 70 GeV/c
have been found to be in good agreement with the simulations for multiplicities 2< Nµ < 40.
In particular, the comparison with the QGSJET CORSIKA simulation for proton and iron
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Figure 6.456. Multiplicity distribution of muons from the ALEPH-TPC in the CosmoLEP
experiment. Data are compared to CORSIKA simulations for p and Fe primary particles. In
evidence the five events with highest multiplicity.

primary particles demonstrated that the proton curve describes the observed data well over
several orders of magnitude up to muon multiplicities Nµ = 20. This indicates that the primary
spectrum is dominated by light elements at energies corresponding to these multiplicities. At
larger multiplicities there is evidence of a transition to the iron curve. Iron induced showers
are more effective in producing muons since they interact higher in the atmosphere and
also produce larger pion multiplicities. However, there are five events (see Fig. 6.456) with
unexpected large multiplicities Nµ (up to 150) which cannot be explained, even assuming pure
iron primaries. The highest multiplicity event was actually recorded in only half of the TPC
volume because of data overflow. It should also be mentioned that anomalous high multiplicity
muon bundle events were also reported by the BUST [1091] and Kolar Gold Fields [1092]
experiments.

A number of speculative interpretations of anomalous muon bundles are proposed in the
literature, relating them to the existence of Strange Quark Matter (SQM) (see [1093, 1094])
or the formation of Quark–Gluon Plasma (QGP), e.g. in iron–air collisions at the highest
energies [1095].

The topology of such muon bundle events can easily be recognized by the ALICE
experiment. The fine granularity of the TPC will provide very good pattern-recognition,
tracking resolution and momentum determination of the multi-muon events as shown in
Section 6.11.5.3. The analysis of the muon bundles will contribute to the understanding of
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Figure 6.457. Lateral distributions of muons reaching ALICE due to p and Fe primaries with
E = 1013 and 1014 eV.

the composition of very high energy CRs as explained in Section 6.11.4.3 and this might well
deliver exciting surprises.

6.11.4.3. Muon bundles in ALICE. In order to understand the characteristics of multi-muon
events in ALICE we simulated showers produced by the atmospheric interaction of the two
extreme types of primary CRs : protons (p) and iron nuclei (Fe) representing the light and the
heavy component. The simulations were developed using the CORSIKA code with QGSJET
as the hadron interaction model. As a first step, only vertical primaries with four fixed
energies, E = 1013, 1014, 1015 and 1016 eV per element, were simulated to get information
on CRs below and around the knee.

Knowledge of the topology of muons crossing the detectors for different primaries and
energies is fundamental to understand which kind of measurements can be done with our
apparatus. The average lateral distribution of muons (muon density vs distance from the
shower centre) reaching the ALICE experiment gives us preliminary information on the
maximum muon density and their spatial location. These lateral distributions obtained for
p and Fe primaries are shown in Fig. 6.457 for the lower energies and in Fig. 6.458 for
the higher ones. We see that at high energies (E > 1015 eV) the muon density of the core
is independent of the primary, while at lower energies the muons in the core produced by
protons have higher probability of reaching the experiment because their energies are higher
than muons coming from iron. The maximum density of the core (taken in this analysis as a
circle of 2 m of radius around the centre of the shower), is expected to be around 0.6µ/m2

for E = 1015 eV (just below the knee), increasing to around 6µ/m2 for E = 1016 eV (above
the knee). Extrapolating these distributions we estimate a muon density around 60µ/m2 for
primaries with E = 1017 eV, a density easily measurable with the ALICE TPC as explained in
Section 6.11.5.3.
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Figure 6.458. Lateral distributions of muons reaching ALICE due to p and Fe primaries with
E = 1015 and 1016 eV.

The TPC is not large enough to study the lateral distribution of the muons but it can be
used to measure the density and the energy of the muons crossing the active volume. The
measurement of the average energy of the muons detected in the core, for different number of
muons in the core N core

µ , is shown in Fig. 6.459 for p and Fe with E = 1015 eV. This correlation
has the potential to distinguish among the various components of CRs, and a new approach
to composition studies can be developed. We see that at low values of N core

µ the difference
between the average energy of muons due to p (〈Eµ〉 ' 1.1 TeV) and Fe (〈Eµ〉 ' 0.5 TeV) is
very large, slightly decreasing with the number of muons. This approach was never adopted
in the past because CR standard underground detectors are very large in size but do not
use magnetic fields to track the muons. The precision of the energy measurement in ALICE
introduces new opportunities that still need to be investigated.

As explained in Section 6.11.4, the trigger rate is a crucial aspect because a low trigger
rate (few Hz) does not affect the standard data taking of ALICE with either pp or with Pb–Pb
collisions, while a higher rate requires to run in a dedicated mode. Most of the atmospheric
muons crossing ALICE are created from p or He primaries of energy below E = 1013 eV.
A cut in the number of muons strongly decreases the trigger rate and allows an efficient
selection of events with higher energies. To evaluate quantitatively the total number of muons
reaching ALICE and their dependence with the energy a second sample of simulated events
was produced. Showers created by proton primaries in the energy range 1012 < E < 1017 eV
and within the zenith angular range 0◦ < θ < 60◦ were analysed. Supposing all cosmic rays
are due to protons (light elements), an energy spectrum given by

dF

dE
= 0.225 (E[TeV])−2.7 [m2 s sr TeV]−1

was adopted where F is the CR flux and 0.225 is its value at E = 1 TeV [1096].
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Figure 6.459. Average energy of muons in the core for different number of muons in the core.
Proton and Fe primary at E = 1015 eV have been simulated.

The number of muons reaching the upper octant of the central magnet in a 5 × 5 m2

surface centred above the TPC was estimated simulating primary protons in three bins of
energy, 1012 < E < 1013 eV, 1013 < E < 1014 eV and 1014 < E < 1015 eV. The distribution
of the CR muon multiplicity in 30 days of data taking is shown in Fig. 6.460. We see that
a trigger requirement of at least two muons instead of a single muon reduces the number of
events by a factor 300 and cuts most of the low energy events. A more severe cut demanding at
least five muons selects mostly events with energy above E = 1014 eV, i.e. the region usually
analysed with indirect measurements.

The total muon multiplicity distribution in 30 days of data is given in Fig. 6.461 where
the contributions of the different ranges of energy are also shown. No knee in the energy flux
is taken into account, so this distribution can be considered as an upper limit. In 30 days we
do not expect events with muon multiplicity higher than one hundred for proton primaries.

In Fig. 6.462 we compare the muon multiplicity due to pure proton primaries (light
elements) with the multiplicity given by pure iron components (heavy elements). Also for
pure iron we do not expect events with multiplicity over one hundred in 30 days of data
taking. These multiplicities can be easily detected with the ALICE TPC, providing in just one
year of running a confirmation of the high multiplicity events observed by ALEPH.

The two curves (light and heavy elements), differing only by less than a factor two,
demonstrate the difficulty in separating the CR spectrum into light and heavy components.
A detailed analysis of the muon energy may improve significantly the discrimination power
concerning CR composition.

6.11.4.4. Other measurements with atmospheric muons. Atmospheric muons are created
during the developement of a shower and constitute the most abundant charged CR
component reaching the Earth’s surface. They provide valuable information on the primary
CR fluxes as well as on the interaction mechanisms of high-energy particles in the
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Figure 6.460. Muon multiplicity distribution in ALICE in 30 days of data taking in three ranges
of energy for the primary.
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Figure 6.461. Muon multiplicity distribution in ALICE in 30 days of data taking. The contribution
of each range of energy is plotted. The all-particle spectrum is assumed to contain only protons.

atmosphere. Muon measurements are also a powerful means of calibration of the atmospheric
neutrino calculations. Available results show discrepancies of up to 15–20% in the absolute
normalization of the muon fluxes and differences in the observed energy spectra. In
Ref. [1089] a compilation and a detailed analysis of all published measurements from 1950
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Figure 6.462. Comparison of the muon multiplicity distribution in ALICE in 30 days of data
taking for pure proton and pure iron composition.

Figure 6.463. Experimental data of vertical atmospheric muon flux and the fitted curve.

untill 1999 on vertical atmospheric muon flux and charge ratio is presented. We show in
Fig. 6.463, a collection of the experimental data on the muon flux, and the curve obtained by
fitting them. The results are mainly concentrated in the range below 100 GeV, while above it
few detections were performed and these have large errors.

Only recently, a detailed measurement of the inclusive muon spectrum from 20 GeV
up to 3 TeV and the ratio of fluxes of positive to negative muons (µ+/µ−) with errors
of a few per cent have been obtained with the L3+C experiment [1090]. Final results on
the muon spectrum in eight angular bins ranging from 0◦ to 58◦ have been reported.
The comparison of their results for vertical muons to low momentum experiments like
BESS [1097], CAPRICE [1098], MASS [1099] demonstrates a good agreement for both
shape and absolute flux normalization of the muon spectrum in the range 40–100 GeV. The



1998 ALICE Collaboration

situation is not so clear at higher energies. Only two previous experiments measured an
absolute spectrum at high energies; the Kiel spectrum [1100] agrees with the shape of L3 + C,
but not with the normalization, while the MARS spectrum [1101] disagrees significantly both
in shape and normalization.

A new measurement with ALICE on vertical muons would clarify this situation making
use of the powerful tracking capabilities and the high statistics that the experiment can produce
in several years of data taking. The measurements have to be carried out over an energy range
as wide as possible, especially extending them to high energies (1–2 TeV) where the results are
not in agreement among the various experiments. The upper limit is imposed by the intensity
of the magnetic field and by the precision of the tracking system. Our first investigation shows
that, with a magnetic field intensity of B = 0.2 T, the maximum muon momentum measurable
with an error smaller than 50% is 400 GeV/c. This momentum is extended to at least 1 TeV
with a magnetic field intensity of B = 0.5 T, as explained in Section 6.11.5.3.

The search for gamma-ray emission from point sources at TeV and PeV energies is one
of the main tools used to understand the origin of high energy CRs. In the eighties several
collaborations reported gamma-ray emissions up to very high energies (E > 100 TeV) from
Cygnus X-3, a binary system composed of a neutron star and a red giant [1102–1105 ]. These
positive results, however, were not confirmed by more recent measurements [1106, 1107]; this
calls into question their statistical significance, but may instead be due to source variability.

In the past, it was proposed to identify gamma ray sources, measuring the rate and
the direction of high-energy muons reaching underground detectors, although gamma-rays
create showers with approximately 30 times less muons than showers produced by proton
primaries [1108]. The capacity of ALICE to seek these sources using standard analysis, as
performed with EAS arrays or underground detectors, are limited because of the small surface
of the TPC. The search for point-like sources performed by the ALEPH experiment [1077]
seems a more appropriate approach for ALICE, although less quantitative than standard
searches. With this approach the direction of the events with an high multiplicity of muons
have to be trasformed into galactic coordinates to verify whether they point to known photon
sources. The events analysed by ALEPH did not point to known gamma sources in our galaxy
or nearby galaxies, but the statistics was quite poor. A new measurement with ALICE, could
gather a ten times larger sample in one year of operation (30 days of live time).

6.11.4.5. Large area coincidence experiments. The lateral distribution of muons reaching
ALICE presented in Fig. 6.458 indicates that most of the muons are confined to less
than few hundred metres in radius also for high energy primaries (E = 1016 eV). Higher
energy primaries have a very low rate and are usually investigated at ground level by large
detector arrays, while due to the muon momentum cut-off of underground apparata it is
very improbable to observe them in large spread underground experiments such as in the
configuration of the LHC experiments. The observation of some time correlated events in CRs
over large distances are therefore unexpected and could help to understand the interaction of
high energy cosmic nuclei with matter at astrophysical distances. This requires a comparison
between the observed and expected rate of standard showers. Also multi-muon events, not
explained by shower simulations, may point out the importance of astrophysical radiation
originating at large distances, from cosmic beam-dumps [1109], from interactions with
interstellar matter or other sources. Even the largest underground detectors are unable to detect
these correlations, which are spread-out over much larger distances.

Proposals were made to measure coincidence events between the four LEP experiments,
using additional counter arrays mounted around the LEP ring. A pilot experiment was carried
out [1110] with the ALEPH detector (for which the muon energy threshold was about 70 GeV)
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and five scintillator stations located up to a distance of 1150 m. Double coincidence rate was
measured between stations as far apart as 526 m, and triple coincidences were also observed.
The double coincidence rate as a function of distance between two stations was compared
with Monte Carlo simulations and found in agreement with the hypothesis of a unique large
energetic shower originating in the atmosphere.

These experiments can also be carried out by the large LHC detectors, if a suitable CR
trigger and a common timing system are implemented. These events can be correlated off-
line by using the universal time recorded independently by each experiment for each CR
event.

6.11.5. Use of the TOF and TPC for the detection of atmospheric muons. The trigger for the
detection of cosmic muons is mainly obtained with the ACORDE detector, which is composed
of several scintillator counters located in the three upper octants of the central magnet. The
arrangement of these counters can be easily changed in order to obtain the most convenient
geometry for specific measurements. A detailed description of the ACORDE detector for
cosmic triggers was given in PPR Volume I [3]. The TOF can also be used in coincidence
with ACORDE or in stand-alone mode to trigger on cosmic muons. In the next paragraph the
performance of the TOF as a trigger detector is described.

The central part of the ALICE detector, especially the main tracking device, the TPC, can
be used as a cosmic muon spectrograph, due to the large volume and tracking capabilities.
The TPC may be tuned to reconstruct cosmic muons with a good resolution (σp/p< 50% at
1 TeV) up to TeV energies, which is better than other CR experiments employing magnetic
spectrometers. Also the charge state of the muons traversing the TPC, may be measured up
to high energies. An example of a multi-muon event recorded with a TPC sector during tests
with atmospheric muons at surface level is given in Fig. 6.464. As we can see, atmospheric
muons have a high degree of parallelism and the topology of these events is very different
from standard heavy-ion collisions. An initial evaluation of the performance of the TPC
detecting cosmic muons is described below. In addition to the TPC, the TRD can be used
to both increase the sensitive area (by approximately a factor of two) and to improve the
momentum resolution. Its performance for CR physics has however not yet been studied in
the simulations.

6.11.5.1. Use of the TOF as a cosmic trigger. Because of its fine segmentation (more than
105 independent channels), fast time response (∼40 ps), relatively low noise and large area
(141 m2), the TOF can give a very significant contribution to the cosmic muon trigger. In
addition to their interest for CR physics, these muons provide unique tool to calibrate and
align the detectors during commissioning.

The design and the optimization of a cosmic trigger requires a dedicated Monte Carlo
simulation, to maximize the signal to noise background ratio and to improve the trigger
efficiency.

Cosmic muons at ground level were produced by the COSMOS [1111] event generator
and transported through the rock (ρ = 2.40 g cm−3) by the FLUKA [1112] simulation code.
The folding of the cosmic muon flux with the TOF geometry, was made by a simple
Monte Carlo, implementing a rough geometry of the TOF. The present study was originally
performed to optimize the cosmic trigger for the detector commissioning, assuming the
ALICE magnet is switched off.

The L3 + C Collaboration [1090] provided several measurements on the cosmic muons
features in the ALICE pit: the muon rate, the angular and the momentum distribution were
carefully measured. We used these results as a benchmark for our Monte Carlo.
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Figure 6.464. A multi-muon event taken by the TPC during test with atmospheric muons at
surface level.

The TOF trigger is organized in two layers. The first one is made of 72 Local Trigger
Modules (LTM), reading the information of the Front End electronics. Each LTM is a VME
module sending 24 bits to the second trigger layer, the Cosmic and Topology Trigger Module
(CTTM). The bit transmission is made in parallel, so that a fast trigger decision can be released
within 800 ns, matching the ALICE L0 timing requirement. The flexibility of the system
provided by several FPGAs allows the choice of trigger segmentation at software level, and
in the finest configuration any trigger channel is the OR of 96 pads (' 900 cm2 given the area
of a single pad of 9.25 cm2).

The simplest cosmic muon trigger one can propose is based on a single track crossing the
TOF. Although the TOF noise level is quite low, ' 5 Hz/pad = 0.54 Hz cm−2, such a topology
would give an unmanageable fake trigger rate. In fact, both the upper (Supermodules 0–8) and
the lower (Supermodules 9–17) part of the TOF (hereafter TOF-TOP and TOF-BOTTOM),
each made by '78500 pads, whose area is 9.25 cm2, is expected to give a background
rate of:

R = 5 × 7.85 × 104
∼ 395 kHz. (6.172)

Requiring a coincidence between the TOF-TOP and TOF-BOTTOM in a time window as
short as of 50 ns, the total fake trigger rate would be

Rfake =
(395 × 103

× 50 × 10−9)2

50 × 10−9
' 8 kHz. (6.173)

Since the cosmic muon rate in the TOF is a few Hz m−2 sr−1, such a trigger could be useful
only when used in coincidence with another detector, for instance ACORDE. Supposing
that the second detector, to be combined with the TOF, has the same fake trigger rate, their
coincidence within 50 ns would be Rfake ' 6 Hz, which is well below the genuine muon trigger
rate.
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Figure 6.465. Multiple muon fake trigger rate as a function of the single pad rate. The genuine
muon trigger rate is also shown for quasi-vertical and ‘back-to-back’ events.

An interesting possibility for the TOF in stand-alone mode is offered by the multiple
muon events. The multiple muon event rate depends both on the underground depth and on
the detector geometry. Considering that the angle between multiple muons is quite small,
σ2µ 6 0.2◦ [1090], the parallelism helps to reduce the accidental background. Keeping in
mind that the cosmic muon angular distribution in the ALICE pit follows a cosxθ law,
where x ' 2 [1113], a straightforward approach is to focus on quasi-vertical multiple muons
(θ 6 20◦), triggered via a coincidence between corresponding TOF modules. Considering the
OR of a TOF module, made of about 2000 pads, the background rate for this quasi-vertical
multiple muon trigger is

Rfake =
45 × (45 − 1)× (50 × 10−9

× 2000 × 5)4

2 × 50 × 10−9
' 10−3 Hz, (6.174)

which is three orders of magnitude smaller than the rate of real quasi-vertical multiple muon
events. While any coincidence of TOF-TOP and of TOF-BOTTOM channels will mimic a
single track, at least four aligned channels are required to fake a quasi-vertical multiple muon
event.

Another possibility is offered by multiple muons, in which each muon hits two TOF
modules placed at 1ϕ = 180◦ (back-to-back) and at the same position along the z-axis. Such
topology relies on muons orthogonal to the TOF pads and is therefore very interesting for the
TOF calibration.

Figure 6.465 shows the expected multiple muon fake trigger rate as a function of the
single pad rate; the rates of the quasi-vertical and TOF orthogonal multiple muons are also
shown.

6.11.5.2. Muon reconstruction in the TPC. Pattern recognition and reconstruction in ALICE
is done by a Kalman filter algorithm [1114], which is able to handle the huge multiplicity
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Figure 6.466. Distribution of the number of points in the TPC for 100 GeV/c single negative
muons traversing the centre of the detector.

expected in central Pb–Pb collisions at LHC energies. Most of the tracks originating from
standard collision events in ALICE come from the primary vertex, located along the beam
axis. Cosmic muons are different in this respect, since they can emerge from any point and can
traverse the detector at any angle. The energy of such muons is much larger than the average
energy of the particles produced in a heavy-ion collision. Another important difference is
related to the track multiplicity, which is very small in the case of cosmic muons (typically
single tracks with an admixture of multi-muon events at the few per cent level). The standard
Kalman filter technique, which is adapted to collision events, is not directly suitable for
cosmic muon reconstruction, and an appropriate software was developed for this application.
In the following paragraph, we report preliminary results obtained within the framework of
the AliRoot package.

Figure 6.466 shows the distribution of the number of space points reconstructed in the
TPC for events containing each a single negative muon of 100 GeV/c, traversing the tracking
device in a small cone around the vertical. Most of the events give a number of points between
250 and 450. The average number of points for such tracks is around 320. Some events
produce secondary tracks which result in a larger number of points. These are generally cut
due to their distance from the main track and to χ2 considerations.

The pattern recognition is optimized to handle these space points and recognize those
belonging to the main tracks. The information is passed onto the track fitting procedure,
which provides the best estimates for transverse momentum, polar and azimuthal angles of the
particle, as well as its charge state. To evaluate the intrinsic performance of the main tracking
detector, the TPC, as far as momentum and angle resolution and charge state confusion are
concerned, monoenergetic single muons were generated in a cone around the vertical axis. A
magnetic field B = 0.5 T was used.

For single muons, no special pattern recognition is needed. However, given the possibility
of also handling multi-muon events, a variant of the Hough transform was investigated.
Basically, for a set of N points, the N (N − 1)/2 possible pairs define an equivalent number
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Figure 6.467. The line parameters a, b of each line connecting any pair of points are accumulated
in a matrix, to identify peaks defining the main tracks.

of lines z = a + by in the yz plane. For each pair, the line parameters a and b are accumulated
in a matrix and a search is made to look for peaks which identify the main tracks. Some
cuts are introduced in the procedure to avoid connections among points which are too close or
directions incompatible with the detector geometry. For example, Fig. 6.467 shows the Hough
plot obtained for a single muon. In case of multi-muon events, a general implementation
of the Hough transform would imply five parameters, namely the parameters a, b of the line
in the yz plane and an additional set of three parameters in the transverse plane (for instance
the centre and radius of curvature of the track). A five-dimensional matrix accumulator is
not easy to manage; in our case, since muon bundles are made of nearly parallel tracks with
highly energetic muons, the average slope in the xy plane is extracted event by event and an
additional Hough parameter for each data point is defined as the intercept of the line passing
through the point and having the common slope of the bundle.

This is done with the specific purpose of assigning the point to a track, since the muon
density is expected to be very low in comparison to the standard pattern recognition with
beam events. Once the main tracks are identified, additional conditions are imposed during
reconstruction. Due to the large momentum of the cosmic muons being reconstructed, a simple
model may be assumed to parametrize each track. In the transverse (xy) plane a circular arc is
assumed, with a fixed radius of curvature, since the amount of material traversed is very small
and the energy loss is negligible. The yz projection of the track can be fitted by a straight
line to a good approximation. Points lying outside a given distance from the fitted straight
line in the yz plane are rejected. Also events which give an abnormal number of space points
in the TPC in comparison to the average number of expected points per track are neglected,
as well as tracks which have a very large χ2 either in the yz plane or in the xy plane. After
rejection of those points which lie outside a specified distance from the straight yz line, the
points may be fitted in the xy plane, to extract the radius of curvature and the sign of the
track. Several methods can be employed for this procedure. Here we used a parabolic fit
x = ay2 + by + c. The osculator circle was then assumed to represent the track. The polar and
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Figure 6.468. Transverse momentum resolution for 100 GeV/c cosmic muons tracked in the TPC
with a magnetic field B = 0.5 T vs number of points in the TPC.

azimuthal angles of the cosmic muon were derived by the tangent to the circle at the upper
edge point.

6.11.5.3. Results on muon reconstruction. According to the procedure described in
the previous section, the transverse momentum, the polar and azimuthal angles were
reconstructed, after imposing cuts on the χ2

lin in the yz linear fit, on the χ2
par in the xy parabolic

fit, on the number of points and on distance between each point and the fitted straight line in
the yz plane. The tracking performance and pt resolution depend on the track topology inside
the TPC. The resolution depends both on the number of measured points (track length) and
on whether such points originate from a single segment, or come from two separate segments.
The latter case occurs when one segment is in the upper part of the TPC and the other one in
the lower part, as in the case for muons traversing the TPC in the very central region. To give
a preliminary estimate of the dependence of the pt resolution upon such parameters, a set of
simulations of vertical muons with 100 GeV/c momentum was carried out. The x or z values
of the injection point (x, y, z) were systematically changed to vary the track length in the
TPC. The transverse momentum resolution as a function of the number of points in the TPC
is reported in Fig. 6.468. The black squares are obtained for tracks which traverse the TPC in
the central volume (radius less than 90 cm from the beam interaction point), while the white
squares refer to muon tracks which do not traverse the ITS. As seen, for the central volume
the resolution is nearly constant, whereas the performance is degraded for tracks which cross
the TPC near the edges. The problem however will be further investigated in the future, due
to the introduction of inclined tracks, which may result in a larger number of points even for
those tracks which do not pass through the ITS volume.

In the following analyses of the TPC performance we simulate muons traversing the
central volume of the detector. Fig. 6.469 shows the resolution for 100 GeV/c negative muons
traversing the TPC in a 20◦ cone around the vertical direction. A magnetic field B = 0.5 T
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Figure 6.469. Transverse momentum resolution for 100 GeV/c cosmic muons tracked in the TPC
with a magnetic field B = 0.5 T.
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Figure 6.470. Transverse momentum resolution of muons as a function of the muon momentum
for B = 0.5 T.

was assumed throughout. A value of σ of 5.9% is obtained. Whith increasing the energy of
the muons, the distribution of the pt difference is no longer Gaussian, and exhibits a long tail
on one side. In such cases the r.m.s. of the distribution is larger than the σ .
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Figure 6.471. Overall angular resolution for 100 GeV/c cosmic muons.

A systematic set of simulations was carried out, for cosmic muons between 10 GeV
and 1 TeV to analyse the degradation of the resolution with the energy. For each incident
momentum 1000 events were generated and tracked. Figure 6.470 shows the transverse
momentum resolution as a function of the incoming muon momentum. The results reported
here show that a reasonable resolution can still be obtained at energies as high as 1 TeV. Due
to the large tail in the reconstructed momentum especially at higher momenta, the average
reconstructed momentum is higher than the true one.

The angular resolution shows a week dependence on the muon momentum in the range
of interest. The overall angular resolution for 100 GeV/c muons is reported in Fig. 6.471.

The probability of assigning an incorrect charge to a muon increases with its momentum.
In Fig. 6.472 is shown the ratio Nmis/Nfound between the number of misidentified particles and
the number of found particles, as a function of the muon momentum. Up to energies of the
order of 1 TeV, the ratio Nmis/Nfound is lower than 7%.

These results show that with a magnetic field of 0.5 T the ALICE TPC is suitable to
reconstruct single muons with an error σp/p< 50% up to energies of the order of 1 TeV. This
performance is comparable to those obtained by the L3+C Collaboration and will be further
improved by the information provided by the TOF and TRD.

Concerning the detection of multi-muon events, which are the main interest for CR
physics in ALICE, additional simulations were carried out to check the separation between
neighbouring tracks and the achievable muon density. Figure 6.473 shows the efficiency
(found tracks/generated tracks) for events with two parallel tracks, separated by a distance
d (d = 4, 5, 6 and 20 cm), as a function of the threshold parameter which allows the
identification of peaks in the Hough matrix. The results show that with a suitable choice
of the threshold parameter, the efficiency stays close to 100% even if the tracks are separated
by 6 cm, decreasing to about 90% for a separation of 5 cm, and to 75% at 4 cm. These results
indicate that a muon density of 200/m2 can be measured with almost a 100% efficiency.

A demonstration of the capabilities of the TPC in tracking high density of muons, is
shown in Fig. 6.474, where we see a multi-muon event of high multiplicity taken from the
TPC during test with atmospheric muons at surface level.
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Figure 6.472. The ratio between the number of charge misidentified and the number of found
muons is reported as a function of the muon momentum for B = 0.5 T.
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Figure 6.473. Reconstruction efficiency for muon events with two parallel tracks, as a function of
the threshold parameter in the Hough transform, and for different values of the distance between
close tracks.

6.11.6. Use of atmospheric muons for ALICE detector alignment and calibration.
Atmospheric muons can be used to test and align the different ALICE detectors before final
installation and after the installation at Point-2. While the flux of CRs is isotropic, the flux
and energy of CR muons depends on the zenith angle because of the different path length in
the atmosphere and the rock overburden.
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Figure 6.474. A multi-muon event of high multiplicity taken from the TPC during test with
atmospheric muons at surface level.
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Figure 6.475. The zenith angular distribution for muons above pµ = 10 GeV/c at surface level
and at ALICE depth.

The zenith angle (θ) dependence at surface level was parametrized in the form [1089]

dF

d cos θ
= 1 + a(p) · (1 − cos θ),

where F is the flux and a(p) is a coefficient that depends on the muon momentum p. The
zenith angular distribution for muons with momentum larger than pµ = 10 GeV/c at surface
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level and at ALICE depth is shown in Fig. 6.475. From this figure and the coverage of the CR
trigger chambers, we can estimate the time necessary to calibrate and align any given detector
in ALICE.

For most of the detectors cosmic muons provide an adequate flux for basic check of
their operation and rough survey of their position in space. A special case is represented by
the HMPID, which is direction sensitive. The HMPID is sensitive to particles reaching its
radiator from the direction of the beampipe. When the magnetic field is set to 0.5 T, a small
fraction of muons crossing ALICE within 10◦ from the vertical are bend into the direction of
the HMPID and enter the detector within an angle of ±35◦. Based on a rough calculation of
the detector acceptance and taking into account the atmospheric muon flux the resulting rate
is about 0.01 muon/s. These particles can be used for monitoring or calibration purposes.

7. Conclusions

First ideas for a dedicated heavy ion experiment at the LHC date back to 1990 and the
conceptual design of ALICE was laid down in a Letter of Intent in early 1993. This was
well before really heavy ions become available for the first time at CERN with the Pb beam
at the SPS end of 1994. The focus at the time was on soft and semi-hard processes involving
mass and momentum scales of at most 10 GeV.

The physics of ultra-relativistic heavy ions has evolved very substantially since then, and
with it the capabilities of the ALICE experiment. Without compromising the performance at
low momenta, the physics reach has been extended by about an order of magnitude. It now
ranges from a precision measurement of the bulk of the matter created in heavy-ion collisions,
with typical momenta below 500 MeV, to heavy quark physics, quarkonia spectroscopy and
jet measurements well above 100 GeV.

An extended R&D period has preceded the detector construction and significantly
advanced the limits of detector technology, leading to a number of novel solutions specifically
adapted to the difficult environment of Pb–Pb collisions at the LHC. In parallel, a large effort
went into the offline framework to prepare a modern software capable of reconstructing and
analysing the complex heavy ion data in a distributed computing environment. With its state-
of-the art general purpose heavy-ion detector now being assembled, the ALICE collaboration
is very much looking forward to meet the physics challenge of LHC when the first collisions
will become available.
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G Tejeda-Muñoz, A Vargas and L Villaseñor Cendejas
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[12] Riedler P et al 2003 Proc. VERTEX2003 Workshop (Lake Windermere, UK, 2003) Nucl. Instrum.

Methods A at press
[13] Nilsson P et al (ALICE SPD Collaboration) 2004 Nucl. Instrum. Methods A 535 424
[14] Elia D et al 2005 ALICE-INT-2005-007
[15] Elia D et al 2005 ALICE-INT-2005-011
[16] Riedler P et al 2003 Nucl. Instrum. Methods A 501 111
[17] Conrad J and Nilsson P 2005 ALICE-INT-2005-003
[18] Caliandro R, Dinapoli R, Fini R A and Virgili T 2002 Nucl. Instrum. Methods A 482 619
[19] Caliandro R et al 2000 ALICE-INT-2000-23
[20] Caliandro R et al 2001 ALICE-INT-2001-05
[21] Barbera R et al 2001 ALICE-INT-2001-48
[22] Batyunya B and Zinchenko A 1994 ALICE-INT-1994-11
[23] Batyunya B and Zinchenko A 1994 ALICE-INT-1994-31
[24] Bruno G E et al 2005 ALICE-INT-2005-022
[25] Pulvirenti A, Badalà A, Barbera R, Lo Re G, Palmeri A, Pappalardo G S and Riggi F 2004 Nucl. Instrum.

Methods A 533 543
[26] Peterson C 1989 Nucl. Instrum. Methods A 279 537

Denby B H 1988 Comput. Phys. Commun. 49 429
[27] Freeman J A and Skapura D M 1991 Neural Networks: Algorithms, Application and Programming

Techniques (Reading, MA: Addison Wesley)
[28] Peterson C and Anderson J R 1988 Complex Syst. 2 59–89
[29] Morsch A, http://home.cern.ch/∼morsch/AliGenerator/AliGenerator.html
[30] Kindziuk P et al 1999 ALICE-INT-1999-34
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