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Summary
We consider fog computing scenarios where data generated by a set of IoT applications need to be processed locally by a set of fog nodes, belonging to distinct Fog Infrastructure Providers (FIPs) sharing the same co-location facility, with the aim of increasing their profits. This is a challenging goal as it requires reducing costs and meeting QoS targets despite time-varying workloads.
We argue that these FIPs may find it profitable to cooperate, by mutually sharing their workload and resources, and we show (by using a game-theoretical framework) that this is indeed the case when stable coalitions can be formed.
Based on these results, in this paper we present (1) a mathematical model for maximizing the profit obtained for allocating IoT applications to a group of FIPs, and (2) a coalition formation algorithm that allows each FIP to decide with whom to cooperate so as to increment its profits.
The efficacy of the devised algorithm is assessed by means of an experimental evaluation taking into account different workload intensities. The results from these experiments show the capability of the proposed algorithm to form coalitions of FIPs that are profitable and stable in all the scenarios we take into consideration.
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1 | INTRODUCTION

Large-scale Internet of Things services, such as healthcare¹, smart cities², agriculture monitoring³, and many others⁴, are nowadays pervasive in cyber-physical systems. These services are based on the collection of very large volumes of data, produced by an extremely large number of end devices (sensors, smart personal devices, vehicles, etc.), located at the edge of the network, that operate on a 24/7 basis every day of the year and that often need (near) real-time processing⁵ (e.g., augmented reality services or smart traffic light systems).

The inherent high latency of the core network makes cloud computing unsuitable to meet the above requirements. Therefore, in recent years, Fog Computing⁶ has emerged as a suitable solution to the processing needs of IoT data⁷,⁸,⁹. In a typical Fog Computing architecture, a group of fog nodes – that are placed close-by to IoT devices – provide enough computing, storage, and communication resources to enable local processing of IoT data, thus avoiding the high-latency transfers to a cloud system, and reducing congestion at the core network.

Latency reduction can be quite expensive in terms of resources, given that (as argued in¹⁰) the latency of communications among the devices placed in a given area is proportional to the inverse square root of the number of these devices (i.e., to reduce latency by half in a given area hosting X fog nodes, 4 * X fog nodes must be placed in that area). This implies that the cost incurred by enterprises that need purchasing, operating, and managing a suitable number of fog nodes to cover large geographic areas might be excessively high, with the result that they could not exploit the benefits brought by the Fog Computing paradigm.
A solution to this problem has been envisioned in the literature, where the emergence of Fog Infrastructure Providers (FIPs) has been anticipated. FIPs are operators that place their resources at the network edge, and rent them on a pay-as-you-go basis to those who require to process their data locally. In this scenario, data processing applications are hosted into a set of Virtual Machines (VM), that are executed thanks to a suitable virtualization platform running on fog nodes. Each application is associated with its Quality-of-Service (QoS) objective, that states the minimum performance level that must be achieved when running on the resources of the FIP. More specifically, the application owner and the FIP stipulate an agreement stating that the former will pay the latter a suitable amount of money if the QoS is achieved, and that the latter will pay the former a monetary penalty if the converse is true.

The emergence of FIPs would enable individual enterprises to eliminate the capital and operational expenses implied by the use of an own fog computing infrastructure, as they would not have to purchase, deploy, and manage their own fog resources. The FIP will exploit the fact that each VM typically needs to use only a fraction of the physical capacity of fog nodes, as consequence of the variability of the volume of generated data, to place a suitable number of them (possibly belonging to different tenants) on each fog node, thus amortizing the above costs and, hence, making profits.

However, three issues must be properly addressed to make this approach viable for both FIPs and enterprises.

First, the multi-tenancy nature of this paradigm, arising from the allocation on the same fog node of VMs belonging to different tenants, raises security concerns about the confidentiality, integrity, and availability of the data and services of each enterprise that are hosted on fog nodes. Hence, suitable security solutions have to be sought and adopted. Fortunately, this problem has been already addressed in the literature in the context of the Platform-as-a-Service (PaaS) cloud computing model, and various solutions that can be readily applied to the scenario considered in this paper already exist. 

Second, the FIP must be able to multiplex the physical resources of each fog node across the various VMs it hosts in order to meet the QoS level associated with each one of them. Fortunately, also this problem has been addressed in the literature in the context of resource management for cloud data centers, and various solutions that can be readily adopted in the scenario considered in this paper are available.

Third, the aggregated workload submitted to the VMs running on the fog node of a FIP must be intense enough to saturate its physical capacity, in order to amortize the capital costs of deploying that node, as well as the operational costs of keeping it switched on. In the case of fog computing, this represents a problem since – as mentioned before – typical workloads are characterized by strong variations in volume, variety, and velocity of generated data, particularly when data are generated by a population of mobile users. Hence, there might be long periods of time where the VMs running on a fog node do not receive enough work to keep its utilization high enough to amortize costs, as well as periods of time where the opposite is true, i.e. the workload intensity is so high to make the physical capacity of the fog node insufficient to meet the QoS requirements of the VM running on it.

This problem, unlike the previous two, has no counterpart in cloud computing scenarios, where typically a large number of different application/services, serving large user populations, are centralized in a cloud data center and, therefore, the corresponding aggregate workload always has a sufficient intensity to keep physical resources busy most of the time. Therefore, novel solutions to this problem have to be sought, since it has not been investigated yet and, consequently, no solutions are already available in the literature.

In this paper we thus focus on this very problem by starting from the observation that, as argued in the literature, many of the FIPs will be regional operators, providing service in small urban centers or rural areas, that will exploit co-location facilities to reduce their operational costs, in line with current trends for small-to-medium-size enterprises. In these scenarios, the profits of FIPs can be increased if they agree to cooperate among them by mutually sharing their users and their infrastructures. As a matter of fact, the co-located resources of a set of FIPs are indistinguishable from the perspective of latency perceived by a user regardless of the FIPs (s)he is renting resources from, so a FIP may host users of another FIP, or can offload its users to another FIP, without incurring into performance penalties. Consequently, a FIP can increase its net profit by either (a) cutting down its energy consumption costs by turning off some of its fog nodes and offloading its users to fog nodes of other (cooperating) FIPs, or (b) improving its earnings by running workloads generated by users of other FIPs, or (c) exploiting the capacity of fog nodes belonging to other FIPs to serve more users than it what could do by working alone.

In order to motivate FIPs to cooperate among them, suitable benefits must result from cooperation while, at the same time, the risks of monetary losses due to the inability to comply with the QoS parameters agreed with its customers) are maintained below a suitable threshold.

In this paper we cope with the problem of studying under what conditions a set of FIPs finds profitable to cooperate among them, and of providing a suitable algorithm – based on this study – that allows every FIP to decide whether it is profitable or not to cooperate with other FIPs in the same areas.

We tackle these problems by exploiting game-theoretic techniques, where the establishment of the cooperation among a set of FIPs is modeled as a cooperative game with transferable utility (specifically, as a hedonic game, whereby every FIP bases its decision on its own preferences), and devise an algorithm that allows a group of FIPs to decide whether to cooperate with other FIPs, and if so with whom to cooperate.

In particular, we propose a game-theoretic framework, that extends our previous work, to study the problem of forming stable coalitions among FIPs, and a mathematical optimization model to allocate IoT applications to a group of resources, in order to increase profits and, at the same time, to provide a suitable algorithm – based on this study – that allows every FIP to decide whether it is profitable or not to cooperate with other FIPs.
time, to meet application QoS for FIPs inside the same coalition. As a result, we devise a decision algorithm that, taking in input the capacity of fog resources of each FIP, the QoS levels negotiated with its clients, the intensity of the workload submitted to these resources, and the revenues and costs of running its own workloads and the workloads of other FIPs on its own these resources, allows it to assess the profitability of joining or not a coalition formed by other FIPs.

More specifically, we devise a coalition formation algorithm, that is able to form stable coalitions by letting each FIP to autonomously and selfishly decide whether to leave the current coalition to join a different one or not on the basis of the net profit it receives for doing so. This algorithm is based on the principle that each FIP pays for the energy consumed to serve each application, whether it belongs to it or to another FIP, but receives a payoff (computed as discussed later) for doing so.

The effectiveness of the coalition formation algorithm we propose is assessed by means of an extensive experimental evaluation, in which we consider a set of realistic operational scenarios. The results of our evaluation show that our algorithm enables a population of FIPs to significantly improve their profits thanks to a suitable combination of energy reduction and satisfaction of QoS requirements.

The contributions of this paper can be summarized as follows:

- we study the problem of improving the profit of a set of FIPs that share the same co-location facility;
- we model the problem as a cooperative game with transferable utility;
- we devise a distributed algorithm enabling a set of FIPs to autonomously decide whether to form a stable coalition or not on the basis of the profits they make by doing so;
- we show its effectiveness through experimental analysis in realistic scenarios.

The remainder of the paper is so organized. In Section 2, we introduce the system model. Section 3 presents the problem statement. In Section 4, we describe the coalition formation process we propose in this paper. In Section 5, we evaluate our proposed algorithm via simulation and discuss achieved results. In Section 6, we discuss the state-of-the-art. In Section 7, we conclude the paper and highlight some future works.

2 | SYSTEM MODEL

In this paper, we consider systems, whose architecture is schematically shown in Figure 1, where both users and fog nodes are distributed in a group of $n$ different geographic areas. Within each area, a (possibly large) set of IoT devices, including both stationary (e.g., smart homes, IP cameras, and smart traffic lights) and mobile (e.g., tablets, smartphones, and connected vehicles) devices, generate a stream of data that need to be processed in (near) real-time.

Each area is covered by a single co-location facility that hosts a group of fog nodes running the applications that are responsible for the processing of the data generated by devices located in that area.
We suppose that the communication latency among fog nodes located in the same co-location facility is negligible, while inter-area communication experiences a significantly higher latency, since it requires the traversal of the core network.

The remainder of the section discusses the characteristics of the key system components, namely the fog nodes (Section 2.1), the applications (Section 2.2), and the VMs (Section 2.3).

### 2.1 The Fog Nodes

Fog nodes are resource-rich small-scale computing systems\(^\text{19}\) (e.g., Cloudlets or Micro Data Centers) that are located into the co-location facilities of the various areas. In particular, we assume that a population of N FIPs co-exists within each given co-location facility, and that each one of them provides some of the fog nodes located in that facility. For example, the co-location facility of geographic area \(j\) in Figure 1 hosts fog nodes that belong to FIPs \(x\) and \(y\).

Fog nodes rely on a virtualization platform to run the VMs where the various applications are encapsulated together with their software stack (see below). We assume that this platform provides suitable dynamic resource allocation mechanisms (see for instance\(^\text{20,21,13,14,22}\)) able to partition the physical capacity of the fog node across the VMs it runs.

We assume that each fog node \(z\) is characterized in terms of its CPU capacity \(c_z\), measured through a suitable benchmark (e.g., GeekBench\(^\text{23}\)), and of its power consumption \(w_z(u)\), which is modeled as in\(^\text{24}\) by the following equation:

\[
w_z(u) = W_z^{\text{min}} + u \cdot (W_z^{\text{max}} - W_z^{\text{min}})
\]

where \(u \in [0, 1]\) is the CPU utilization of the fog node, and \(W_z^{\text{min}}\) and \(W_z^{\text{max}}\) are its power consumption (in Watts) when its CPU is in the idle state and when it is fully utilized, respectively.\(^\text{1}\)

We suppose that, for any fog nodes \(a\) and \(b\) belonging to the same FIP and located in the same co-location facility, \(c_a = c_b\) and \(w_a(u) = w_b(u)\) for any value of \(u\) (in other words, \(a\) and \(b\) are identical).

### 2.2 The Applications

As discussed above, the data generated in the system are processed by a group of M applications \(S = \{S_1, S_2, \ldots, S_M\}\), each one encapsulated into a group of VMs. To cover all the various geographic areas of its interest, application \(S_i\) is present with one or more identical instances in the different areas, each one corresponding to a VM; the instances located in geographic area \(j\) are responsible of processing the data generated by the devices in that area.

We suppose that the load of data processing requests sent to application \(S_i\) in any geographic area \(j\) changes with time and is described by its load profile curve \(\ell_{i,j}(t)\) expressing, as function of time \(t\), the rate at which requests are submitted (e.g., see\(^\text{25,26,18}\)). Also, we suppose that, for each application \(S_i\) and area \(j\), \(\ell_{i,j}(t)\) is known in advance. The load profile curve can be indeed accurately built by estimating both the request rates generated by stationary devices and mobile users, and by aggregating them into a single measure.

Each application \(S_i\) is associated with its reference FIP \(\text{Ref}(S_i)\) (i.e., the FIP that runs the VMs encapsulating the instances of \(S_i\)). The same FIP \(k\) can be the reference FIP of many distinct applications, that we denote as \(\text{App}(k)\).

We suppose that each application \(S_i\) is characterized by its QoS objective, quantified by the maximum value \(Q_i\) that the average request processing time \(D_i\) can take (in other words, it must be ensured that \(D_i \leq Q_i\)). To meet its QoS goal, the owner of application \(S_i\) makes an agreement with \(\text{Ref}(S_i)\) stating that (a) \(\text{Ref}(S_i)\) will charge a given amount of money for each instance of \(S_i\) it runs, computed according to an agreed-upon revenue rate \(R_{\text{Ref}(S_i),i}\) per each unit of time, and (b) \(\text{Ref}(S_i)\) will remunerate the owner of \(S_i\) with an amount of money per each unit of time during which the QoS goal of \(S_i\) is not achieved, computed according to the agreed-upon penalty rate \(L_{\text{Ref}(S_i),i}\).

### 2.3 The Virtual Machines

The instances of any application \(S_i\) are encapsulated into a group of identical VMs, each of which hosting a single instance, that are instantiated from a common template VM, denoted as \(\text{VM}_i\).

\(^1\)This model, in spite of its simplicity, has been demonstrated to provide accurate estimates of power consumption for different types of systems when running several benchmarks representative of real-world applications\(^\text{24}\).
VM is characterized by the rate \( \mu_i \) at which requests are processed in the unit of time. Without loss of generality, we suppose that \( \mu_i \) depends only on the quantity of physical CPU capacity \( U_i \) allotted to that VM, and that \( U_i \) is set to a constant value and is the same for all the instances of \( VM_i \).

To make sure that \( \mu_i \) is the same for all the instances of \( VM_i \), we suppose that every of them receives, on the fog node \( k \) on which it runs, a suitable amount of CPU capacity \( U_{k,i} \) computed as discussed below.

First, a profiling experiment is carried out by running \( VM_i \) on a reference fog node \( x \) (e.g., using the methodology described in \( 13,14,22 \)) in which \( U_{x,i} \) is progressively increased until its measured request processing rate reaches the value \( \mu_i \), and the corresponding value \( U_{x,i}^{*} \) of allocated physical CPU capacity is recorded.

Then, the amount of physical capacity \( U_{k,i} \) that must be allocated to \( VM_i \) on fog node \( k \neq x \) is computed as \( 27 \):

\[
U_{k,i} = U_{x,i}^{*} \frac{c_k}{c_x}
\]

where \( c_x \) and \( c_k \) represent the physical CPU capacity of fog node \( k \) and \( x \), respectively, that are measured as described in Section 2.1. Doing so, we make sure that all the instances of \( VM_i \) will proceed at the same rate on the corresponding fog nodes, so they all will exhibit the same processing rate \( \mu_i \).

For instance, if \( U_{x,i}^{*} = 0.6, c_x = 1 \) and \( c_k = 2 \), then \( U_{k,i} = 0.6 \cdot 0.5 = 0.3 \) (i.e., if the physical CPU capacity doubles, \( \mu_i \) is obtained by allocating half of the CPU capacity with respect to the reference fog node).

The choice of imposing that \( \mu_i \) remains constant for all the lifetime of the instances of \( VM_i \) implies that, to achieve the QoS goal \( Q_i \) of \( S_i \) in geographic area \( j \), it is needed to appropriately choose the number \( N_{i,j} \) of VMs allocated on fog nodes placed in that area in order to assure that \( D_i \leq Q_i \). However, \( N_{i,j} \) depends on the value of the load intensity \( \lambda_{i,j} \) (\( t \)), which is not constant but varies according to the load profile \( \ell_{i,j}(t) \), as already discussed in Section 2.2.

To determine \( \lambda_{i,j}(t) \), we proceed as follows. First, likewise existing works (e.g., \( 26,28,18,29 \)), we discretize \( \ell_{i,j}(t) \) by splitting the time axis into uniform disjoint intervals \( [t, t + \Delta t] \) of length \( \Delta t \) time units. Then, for any time interval \( \tau \), we approximate the value \( \lambda_{i,j}(\tau) \) as a constant value set to the peak load in that interval.

The values of \( \lambda_{i,j}(\tau) \) are then fed as input into an M/M/c-FCFS queueing model \( 30 \), where \( c = N_{i,j}(\tau) \) represents the group of identical VMs (instances of \( VM_i \)) associated to application \( S_i \) allocated on a given area \( j \) to process a stream of incoming requests which is fairly distributed among them. The solution of this model yields the minimum number \( N_{i,j}(\tau) \) of VMs, instances of \( VM_i \), in time interval \( \tau \) that satisfies \( D_i \leq Q_i \) as follows (for readability purposes, we drop the dependence on \( \tau \)):

\[
D_i = \frac{G}{\mu_i N_{i,j} - \lambda_{i,j}} + \frac{1}{\mu_i} \tag{3}
\]

\[
N_{i,j} \geq \frac{G}{\frac{1}{\rho} - \frac{\lambda_{i,j}}{\mu_i}} \tag{4}
\]

where:

- \( \rho = \frac{\lambda_{i,j}}{\mu_i N_{i,j}} \) is the offered load to the queuing station;
- \( G = [1 + (1 - \rho)\left( \frac{N_{i,j}!}{(\rho N_{i,j})^{N_{i,j}}} \right) \sum_{k=0}^{N_{i,j}-1} \frac{(N_{i,j});^3 k!}{k!} ]^{-1} \) is the probability of a request to be enqueued before being served.

In addition, to assure the stability of the system, the following inequality must hold:

\[
N_{i,j} > \frac{\lambda_{i,j}}{\mu_i} \tag{5}
\]

3 | PROBLEM STATEMENT

An FIP aims at increasing its net profit (i.e., the difference between its revenues and costs) as much as possible, in face of the request for allocating, for every application \( S_i \in App(i) \), the corresponding set of VMs on its fog nodes \( FN(i,j) \) located in a given geographic area \( j \). In the rest of this paper, we consider, without loss of generality, a single geographic area, as FIPs allocate VMs for instances of applications submitted in a given area independently from those submitted to other areas. The extension to multiple geographic areas is thus straightforward, given that the overall net profit earned by FIP is therefore simply the sum of the net profits it earns in each single area.

---

\(^2\)The extension to multiple types of physical resources (e.g., RAM and storage) and to multiple classes of VMs, each one with different physical resource requirements, is straightforward (e.g., see \(^{27}\)).
The net profit rate $P_{i,j}$ (i.e., the net profit that FIP $i$ makes per unit of time) in a given area $j$ is given by the following difference (to improve readability, we drop the dependency on time interval):

$$P_{i,j} = \sum_{S_k \in \text{App}(i)} R_{i,k} n_{k,j} - \left( \sum_{f \in \mathcal{F}(i,j)} x_f w_f(u_f) E_{i,j} + \sum_{S_k \in \text{App}(i)} 1_{[0,N_{k,j}]}(n_{k,j}) l_{i,k} \right) \tag{6}$$

where $x_f$ tells whether fog node $f$ is switched on ($x_f = 1$) or off ($x_f = 0$), $n_{k,j} \leq N_{k,j}$ denotes the number of VMs for $S_k$ that are really allocated in area $j$ (see below), $E_{i,j}$ is the electricity price charged to FIP $i$ in area $j$ (expressed as a cost rate per unit of time), $u_f$ is the total CPU capacity of fog node $FN(i,j)$ allocated to the VMs it hosts, and $1_\Omega(x)$ represents the indicator function which has value 1 if $x \in \Omega$ and 0 otherwise.

In Eq. (6), the first term of the difference represents the sum of the revenue rates $R_{i,k}$ that FIP $i$ earns (per unit of time) for hosting $n_{k,j}$ of its VMs where to run instances of each application $S_k$, whereas the second term of the difference denotes the costs that FIP $i$ must pay (per unit of time) to host the above VMs. In turn, these costs are computed as the sum of (a) the energy cost rates resulting from the fraction of CPU capacity of its powered-on fog nodes to the hosted VMs (see Eq. (1)), and (b) the monetary penalty rates $L_{i,k}$ that FIP $i$ must pay if the QoS of some application $S_k \in \text{App}(i)$ is violated (i.e., if $n_{k,j} < N_{k,j}$).

The maximization of the net profit rate requires solving an optimization problem to find those values of $x_f$ that maximize $P_{i,j}$, and that must consider the application penalties, the current workload, and the electricity price. This is a challenging task whose solution is discussed in detail in Section 4.2.

Intuitively, when the number of VMs to allocate on a fog node $FN(i,j)$ is so small that results in a negative net profit, FIP $i$ must determine whether not allocating any VM on $FN(i,j)$ (hence paying the penalties for violating the QoS of the associated applications) would result in a higher profit than allocating the VMs anyway (for not paying high QoS penalties). Moreover, when the number of VMs is so large that it needs more than one fog node to allocate them, FIP $i$ must determine whether allocating all of them would be more profitable than allocating only the ones that results in a positive profit (thus paying the monetary penalties for those applications whose QoS is not achieved).

A way to increase the net profit of a FIP is via cooperation, by means of which two or more FIPs in the same geographic area of interest join to form a coalition where they share their workloads and their fog nodes to serve them.

In particular, with cooperation, FIP $i$ can seek to reduce its energy consumption costs by allocating (some of) its VMs to the fog nodes of other FIPs, so that its fog nodes can be switched off. Furthermore, FIP $i$ can seek to increase its revenues either by hosting VMs from other FIPs (so as to amortize its energy consumption costs) or by relying on fog nodes of other FIPs to allocate VMs that, if working alone, it could not host (thus incurring into monetary penalties for violating the QoS of the corresponding applications).

It is worth pointing out that each FIP is inclined to cooperate with other FIPs only if it receives enough incentives to do so that make cooperation at least as profitable as working alone. The lack of these suitable incentives leads to the so-called unstable coalitions, that is to coalitions where a participating FIP prefers either to leave its current coalition to move to a more profitable one or to work alone. In Section 4, we better formalize this cooperation process in the framework of the game theory and we propose a distributed algorithm to form stable coalitions among a group of FIPs, so that no FIP in the same coalition has incentive to leave its current coalition to join a better one.

### 4. THE COALITION FORMATION GAME

We suppose that the FIPs are rational agents (also referred to as players) being able to make strategic decisions aiming at increasing their profits. To pursue these goals the FIPs can cooperate among them. To this aim, a set of FIPs, may form a coalition, i.e., all the FIPs of the coalition must agree to share their own resources and users among them. The coalition formation is a dynamic process where the FIPs move from one to another coalition to improve their utility. One way to describe such a process is to model it as a coalition formation game.

In order to join a coalition, a FIP must indeed find it profitable, i.e., it must be sure that the profit it earns by joining the coalition is no worse of the one it obtains by working alone. Furthermore, in order to be sure that this profit is not ephemeral, a FIP must seek other properties that guarantee the suitability of a coalition, namely:

- **Coalition stability.** A coalition is said to be stable if no player (or possibly no coalition of players) can deviate from the outcome so as to reach a subjectively better outcome. Several notions of stability have been defined in literature some of which allow to guarantee stability against single player moves (Nash stability) while others also allow group movements (the core, see 17,21 for details). Lack of stability causes possible monetary losses for the following reasons: i) a player (in our case a FIP) that has joined a coalition with the expectation of receiving users from other players is penalized if, after switching on additional resources to accommodate these users, these other players leave the coalition; ii) a player that has accepted more users than those that it can serve without incurring into a penalty, expecting to use the resources of other players to accommodate them, is penalized if these players leave the coalition.
• **Fairness.** When joining a coalition, a player expects that the resulting profits are fairly divided among participants. As an unfair division leads to instability, a fair profit allocation strategy is mandatory.

From these considerations, it follows that a way must be provided to each FIP to decide whether to participate to a coalition or not and, if so, which one among all the possible coalitions is worth joining. In this paper, we address this issue by modeling the problem of coalition formation as a coalition formation cooperative game with transferable utility[16], where each FIP cooperates with the other ones to maximize its net profit rate, and by devising an algorithm to solve it.

In particular, we use the hedonic coalition formation games (also referred to as hedonic games)[17,31,32]. A hedonic game is a game where: i) the gain of any player depends solely on the members of the coalition to which the player belongs, and ii) the coalitions arise as a result of the preferences of the players over their possible set of coalitions. In other words, in this type of coalition games every player is only interested in which players are in its coalition and does not take into account how players in other coalitions are grouped together.

Given the set \( \mathcal{N} = \{1, 2, \ldots, N\} \) of FIPs (i.e., the players of the cooperative game), a coalition \( \mathcal{C} \subseteq \mathcal{N} \) represents an agreement among the FIPs in \( \mathcal{C} \) to act as a single entity: they must agree to share their own resources and users among them.

At any given time, the set of players is partitioned into a coalition partition \( \Pi \), defined as the set \( \Pi = \{\mathcal{C}_1, \mathcal{C}_2, \ldots, \mathcal{C}_l\} \). That is, for \( k = 1, \ldots, l \), each \( \mathcal{C}_k \subseteq \mathcal{N} \) is a disjoint coalition such that \( \bigcup_{k=1}^{l} \mathcal{C}_k = \mathcal{N} \) and \( \mathcal{C}_i \cap \mathcal{C}_j = \emptyset \) for \( i \neq j \). Given a coalition partition \( \Pi \), for any player \( i \in \mathcal{N} \), we denote by \( \mathcal{C}_0(i) \) the coalition that contains player \( i \).

In its partition form, a coalition game is defined on the set \( \mathcal{N} \) by associating a utility value \( u(\mathcal{C} \mid \Pi) \) to each subset of any partition \( \Pi \) of \( \mathcal{N} \). For hedonic games, the utility value of a coalition is independent of the other coalitions and therefore, \( u(\mathcal{C} \mid \Pi) = u(\mathcal{C}) \). In particular, we define the coalition value \( u(\mathcal{C}) \) as the net profit rate of coalition \( \mathcal{C} \) that we compute as the solution of the profit maximization problem that is presented in Section 4.2.

Obviously, each FIP \( i \in \mathcal{C} \) must receive a fraction \( \phi_i(\mathcal{C}, u) \) of the coalition value, that we call the payoff of \( i \) in \( \mathcal{C} \). In cooperative games the players aim at getting stable coalitions in which the FIPs obtain payoffs as high as possible, but at the same time a fair distribution of the coalition value among the participants is a critical issue for maintaining a stable coalition. All players must be sure that they cannot improve the payoff by leaving the current coalition and joining a new one. In other words, the value distribution must be fair, and this can be achieved by using a payoff allocation method that enjoys the following properties[33]:

- **Efficiency:** \( \sum_{\mathcal{C} \in \mathcal{C}} \phi_i(\mathcal{C}, u) = u(\mathcal{C}) \).
- **Symmetry:** If \( \forall i, j \in \mathcal{N}, \forall \mathcal{C} \subseteq \mathcal{N} \setminus \{i, j\} \) and \( u(\mathcal{C} \cup \{i\}) = u(\mathcal{C} \cup \{j\}) \), then \( \phi_i(\mathcal{C} \cup \{i\}, u) = \phi_i(\mathcal{C} \cup \{j\}, u) \).
- **Dummy player:** If \( i \) is a dummy FIP, i.e., \( u(\mathcal{C} \cup \{i\}) - u(\mathcal{C}) = 0 \) for any \( \mathcal{C} \subseteq \mathcal{N} \setminus \{i\} \), then \( \phi_i(\mathcal{C}, u) = 0 \).
- **Fairness:** If \( \forall i, j \in \mathcal{N}, \forall \mathcal{C} \subseteq \mathcal{N} \setminus \{i, j\} \) and \( u(\mathcal{C} \cup \{i, j\}) = u(\mathcal{C} \cup \{i\}) \), then \( \phi_i(\mathcal{C} \cup \{i, j\}, u) - \phi_i(\mathcal{C} \cup \{i\}, u) = \phi_i(\mathcal{C} \cup \{i, j\}, u) - \phi_i(\mathcal{C} \cup \{j\}, u) \).

The efficiency property ensures the whole coalition value is assigned. In the scenario we consider, where the system includes both the revenue-generating entities (i.e., the FIPs) and the revenue-contributing entities (i.e., customers), the efficiency property states that no money runs out of or into the system. The dummy property requires that the FIPs that do not provide marginal contribution to any other coalitions should receive zero payoff. The symmetry property requires that if two players contribute the same to every subset of other players, they should receive the same amount of payoff. Furthermore, fairness property reinforces the allocation equity imposing that any two players providing the same effort to the coalition get the same payoff. A payoff allocation that satisfies these properties and further – namely **additivity** and **strong monotonicity** – is the Shapley value[34], and specifically we use the Aumann-Dréze version[35] which is an extension of the Shapley value for games with coalition structures, and it is defined as:

\[
\phi_i(\mathcal{C}, u) = \sum_{B \subseteq \mathcal{C} \setminus \{i\}} \frac{|B|!(|\mathcal{C}| - |B| - 1)!}{|\mathcal{C}|!} (u(\mathcal{C} \cup \{i\}) - u(\mathcal{C})),
\]

(7)

where the sum is over all subsets \( B \) not containing \( i \), including the empty set. The Shapley value can be viewed as capturing the “average marginal” contribution of player \( i \), where we average over all the different sequences according to which the coalition could be built up from the empty coalition.

For the definition of the coalition formation process, we need to define, for each FIP \( i \), a preference relation \( \succeq_i \) that the FIP \( i \) can use to compare all the possible coalitions it may join. This requires the definition of a complete, reflexive, and transitive binary relation over all the possible coalitions that the FIP \( i \) can form (see [31]). In other words, for any FIP \( i \), and for any pair of coalitions \( \mathcal{C}_1, \mathcal{C}_2 \subseteq \mathcal{N} \) (with \( i \in \mathcal{C}_1 \) and \( i \in \mathcal{C}_2 \)) the notation \( \mathcal{C}_1 \succeq_i \mathcal{C}_2 \) denotes that player \( i \) prefers being a member of \( \mathcal{C}_1 \) over \( \mathcal{C}_2 \), or at least \( i \) prefers both coalitions equally. In the coalition formation game we define, for any FIP \( i \) we use the following preference relation:

\[
\mathcal{C}_1 \succeq_i \mathcal{C}_2 \iff \Phi_i(\mathcal{C}_1) \geq \Phi_i(\mathcal{C}_2)
\]

(8)
Algorithm 1 The Hedonic Coalition Formation Algorithm

1: procedure HedonicCoalitionFormation(i, state)
2:     h ← ∅
3:     C_h ← ∅
4:     C_b ← ∅
5:     repeat
6:         AcquireLock(state)
7:         C_h ← GetCurrentCoalitionPartition(state)
8:         C_b ← C_h
9:         for all C ∈ (Π_h \ {C_h}) ∪ ∅ and C \∈ h do
10:             C_n ← C \ {i}
11:             \( \phi_{C_n} \) ← ComputeShapleyValue(C_n, i)
12:             \( \phi_{C_b} \) ← ComputeShapleyValue(C_b, i)
13:         end if
14:     end for
15:     if \( \phi_{C_n} > \phi_{C_b} \) then
16:         C_b ← C_n
17:     end if
18:     UpdateHistory(h, C_h \ {i})
19:     \( \Pi_b \) ← (Π_h \ {C_h, C_b \ {i}}) ∪ {C_h \ {i}, C_b}
20:     SetCurrentCoalitionPartition(state, \( \Pi_b \))
21:     until C_b = C_h
22: end procedure

where \( C_1 \) and \( C_2 \) are any two coalitions that contain FIP \( i \) and \( \Phi_i(\cdot) \) is a preference function defined as follows:

\[
\Phi_i(C, u) = \begin{cases} 
\phi_i(C, u) & \text{if } C \not\in h(i) \\
-\infty & \text{otherwise}
\end{cases}
\]  

where \( h(i) \) is a history set where FIP \( i \) caches the identity of the coalitions that have been already evaluated so that we avoid generating twice the same candidate coalition (this pruning strategy has been used in several papers, see for instance36 and 26).

By replacing the relation \( \geq \) with \( \succ \) in Eq. (8), we obtain the preference relation \( \succ_i \) that represents the strict counterpart of \( \succeq_i \).

4.1 The Hedonic Coalition Formation Algorithm

In this section, we derive a coalition formation algorithm (see Algorithm 1) that, starting from the initial setting where there are no coalitions (i.e., each FIP is alone) and the history set is empty, allows FIPs to make distributed decisions (asynchronously with respect to the other FIPs) for choosing which coalitions to join at any time. To cope with the distributed nature of our algorithm, we assume the use of suitable distributed state management algorithms (e.g., see37,38).

Algorithm 1 is based on the hedonic shift rule “\( \rightarrow \)” (introduced in39). Given a coalition partition \( \Pi = \{C_1, \ldots, C_l\} \) on the set \( N \) and a preference relation \( \succ_i \), any FIP \( i \in N \) decides to leave its current coalition \( C_i(i) \) to join another one \( C_k(i) \in \Pi \cup \emptyset \) if and only \( C_k(i) \succ_i C_i(i) \). If the change of coalition from \( C_i(i) \) to \( C_k(i) \) takes place, we refer to it as the hedonic shift from \( C_i(i) \) to \( C_k(i) \) and we denote it by \( \{C_i(i), C_k\} \rightarrow \{C_i(i) \setminus \{i\}, C_k \cup \{i\}\} \).

In other words, player \( i \) leaves its current coalition if it receives a greater payoff in another coalition (note that \( i \) can decide to go alone, this is the case where \( C_k(i) = \emptyset \)). This rule captures the selfish behavior made by a FIP to move from its current coalition to a new one, regardless of the effects of this move on the other FIPs.

The rationale of Algorithm 1 is to let each FIP \( i \) search, asynchronously with respect to the other FIPs, the state space of possible coalitions it may join and, for each of them, check whether it is preferable (according to the corresponding \( \succ_i \) relation) to join it, or instead to remain in its current coalition. When a FIP decides to leave a coalition to join another one, it inserts the coalition it is leaving into its history set \( h(i) \), so that it will not be visited again during the coalition state-space search. A FIP repeats the steps of Algorithm 1 until no more hedonic shift rules can be performed.
Algorithm 1 accepts as parameters the identity $i$ of the calling FIP and the global state $\text{state}$, storing the current shared coalition partition $\Pi_c$. Initially, before the algorithm is invoked by any FIP, there are no coalitions, meaning that $\Pi_c = \Pi_b = \{\{1\}, \{2\}, \ldots, \{N\}\}$.

For each invocation of the algorithm, the calling FIP initializes its history set $h$ as well as other auxiliary variables (lines 2–4), and then iteratively applies the hedonic shift rules until no more of them can be evaluated from the last coalition partition it considered.

Specifically, after acquiring a lock to get exclusive access to the shared state $\text{state}$ (line 6) to ensure its atomic update (through a suitable distributed mutual exclusion algorithm[37]), FIP i iteratively retrieves the current coalition partition $\Pi_c$ and evaluates (by means of the hedonic shift rule) all the possible coalitions it can form from $\Pi_c$, to search for the one with the higher payoff.

To this aim, given the current coalition partition $\Pi_c$, for each coalition $C \in \Pi_c \cup \emptyset$, not contained by its history set $h$ and different from its current one $C_c$, FIP i evaluates the hedonic shift rule to move to the new coalition $C_n = C \cup \{i\}$, and assesses its preference to join the new coalition $C_n$ against the current coalition $C_c$ (lines 10–17), according to Eq. (8) and Eq. (9).

If a coalition $C_c$ with the higher payoff is found (lines 18–22), FIP i inserts into its history set $h$ the coalition $C_c \setminus \{i\}$ it is leaving, and changes the shared coalition partition by updating both $C_c$ (now containing also $i$) and $C_c$ (now not containing $i$ anymore).

After releasing the exclusive lock to the shared state $\text{state}$ (line 23), FIP i repeats the above steps (lines 6–23) to search for a better coalition, in case some other FIP has meantime changed the coalition partition stored in the shared state.

When no other more profitable coalition is found, FIP i terminates the execution of the algorithm (line 24), until a new invocation is performed again.

Given that FIPs can work asynchronously and independently from each other, Algorithm 1 can be easily implemented as a distributed algorithm by means of suitable distributed mechanisms for: i) $\text{state}$ retrieval, and ii) atomic state update. The former mechanism ensures that any FIP is able to obtain the current coalition partition $\Pi_c$; while the latter establishes that the current coalition partition $\Pi_c$ does not change while FIP i is making its decisions. The literature of distributed algorithms provides several proposals to address similar issues (see for instance[40,38] and[37]).

Furthermore, the algorithm we propose ensures two important properties, that are proved below, namely convergence and stability (in particular we use the notion of Nash-stability[41]). The convergence ensures that the algorithm always terminates in a finite number of steps, while the stability ensures that in a stable coalition partition no FIP can benefit from leaving the current coalition to join another one. More formally a partition $\Pi = \{C_1, \ldots, C_l\}$ is Nash-stable if $\forall i \in N, C_i(i) \geq C_k \cup \{i\}$ for all $C_k \in \Pi \cup \emptyset$.

Although the proof of convergence and of the Nash-stability are classical results of hedonic games, for completeness we include them.

**Proposition 1 (Convergence).** Starting from any initial coalition structure $\Pi_0 = \{\{1\}, \{2\}, \ldots, \{N\}\}$, the proposed algorithm always converges to a final partition $\Pi_f$.

**Proof.** The coalition formation process can be mapped to a sequence of hedonic shift rule operations that transforms the current partition $\Pi$ into another partition $\Pi'$. Thus, starting from the initial step, the algorithms yields the following transformations:

$$\Pi_0 \rightarrow \Pi_1 \rightarrow \cdots \rightarrow \Pi \rightarrow \Pi'$$

where the symbol $\rightarrow$ denotes the application of a shift operation. Every application of the shift rule generates two possible cases: (a) $C_c \neq \emptyset$, so it leads to a new coalition partition, or (b) $C_c = \emptyset$, so it yields a previously visited coalition partition with a single FIP (i.e., with a coalition of size 1). In the first case, the number of transformations performed by the shift rule is finite (at most, it is equal to the number of partitions, that is the Bell number), and hence the sequence in Eq. (10) will always terminate and converge to a final partition $\Pi_f$. In the second case, starting from the previously visited partition, at certain point in time, the non-cooperative FIP must either join a new coalition and yield a new partition, or decide to remain non-cooperative. From this, it follows that the number of re-visited partitions will be limited, and thus, in all the cases the coalition formation stage of the algorithm will converge to a final partition $\Pi_f$.

**Proposition 2 (Nash-stability).** Any final partition $\Pi_f$ resulting from Algorithm 1 is Nash-stable.

**Proof.** We prove it by contradiction. Assume that the final partition $\Pi_f$ is not Nash-stable. Consequently, there exists a FIP $i \in N$ and a coalition $C_c \in \Pi_f \cup \emptyset$ such that $C_c \cup \{i\} \succ_i C_n(i)$. Then, FIP $i$ will perform a hedonic shift operation and hence $\Pi_f \rightarrow \Pi_f'$. This contradicts the assumption that $\Pi_f$ is the final outcome of our algorithm.

Hence, the Nash stability is a fundamental guarantee for the convergence of the proposed method. Moreover, the introduction of players’ history in the preference relation provides an easy way to prune the state space at each decision step of the algorithm. Indeed, at each step the number of alternatives a player faces fades monotonically to eventually ends up in a stable coalition configuration. Obviously, the process of coalition formation may terminate in a specific configuration just because all further steps are restricted by the history. That is, our algorithm may stop in a local minimum, hence not reaching the best coalition configuration for the specific scenario — which might also be unreachable for different reasons (e.g., coalition instability). However, any approach rising a Nash stable solution of the game would suffer from the local minima solutions.
maximize \( u(C) = \sum_{k \in \mathcal{A}} R_{Ref(k),k} n_{k,g} - \sum_{i \in \mathcal{F}} (x_i W_i^{\min} + (W_i^{\max} - W_i^{\min})u_i) E_{p(i),g} + \sum_{k \in \mathcal{A}} (n_{k,g} < N_{k,g}) L_{Ref(k),k} \) \tag{11a}

subject to

\[ \sum_{j \in V} y_{i,j} \leq |V|x_i, \quad \forall i \in \mathcal{F}, \] \tag{11b}

\[ \sum_{i \in \mathcal{F}} y_{i,j} \leq 1, \quad \forall j \in \mathcal{V}, \] \tag{11c}

\[ u_i = \sum_{j \in \mathcal{V}} y_{i,j} u_{i,j}, \quad \forall i \in \mathcal{F}, \] \tag{11d}

\[ u_i \leq x_i, \quad \forall i \in \mathcal{F}, \] \tag{11e}

\[ n_{k,g} = \sum_{i \in \mathcal{F}} \sum_{j \in \mathcal{V}} y_{i,j}, \quad \forall k \in \mathcal{S}, \] \tag{11f}

\[ n_{k,g} \leq N_{k,g}, \quad \forall k \in \mathcal{A}, \] \tag{11g}

\[ x_i \in \{0,1\}, \quad \forall i \in \mathcal{F}, \] \tag{11h}

\[ y_{i,j} \in \{0,1\}, \quad \forall i \in \mathcal{F}, j \in \mathcal{V}, \] \tag{11i}

\[ u_i \in \mathbb{R}^+, \quad \forall i \in \mathcal{F}, \] \tag{11j}

\[ n_{k,g} \in \mathbb{N}, \quad \forall k \in \mathcal{A}. \] \tag{11k}

**FIGURE 2** The optimization model for maximizing the net profit rate \( u(C) \) of coalition \( C \).

Furthermore, it is worth to point out that Nash-stability also implies the so called individual-stability\(^4\). A partition \( \Pi = \{C_1, \ldots, C_l\} \) is individually-stable if do not exist a player \( i \in \mathcal{N} \) and a coalition \( C_i \in \Pi \cup \emptyset \) such that \( C_i \cup \{i\} \succ_i C_i \cap \{i\} \) and \( C_i \cup \{i\} \succeq_j C_k \) for all \( j \in \mathcal{C}_k \), i.e., if no player can benefit by moving from her/his coalition to another existing (possibly empty) coalition while not making the members of that coalition worse of. Thus, we can conclude that our algorithm always converges to a partition \( \Pi_f \) which is both Nash-stable and individually stable.

### 4.2 Computation of the Optimal Coalition Allocation Profit

In order to derive the payoffs that FIPs receive in a given coalition (see Eq. (7)), our coalition formation algorithm needs to compute the coalition value \( u(C) \) (i.e., the coalition net profit rate) for any coalition \( C \) of FIPs that may form.

This requires solving a maximization problem that, given a coalition \( C \) of FIPs located in a specific geographic area \( g \), looks for the best allocation of the VMs \( V \) where to run instances of applications \( \mathcal{A} = \bigcup_{i \in \mathcal{C}} App(i) \) to host in this area onto the fog nodes \( F = \bigcup_{j \in \mathcal{C}} FN(i,g) \), in order to maximize the net profit rate \( u(C) \) of coalition \( C \). The set \( V \) is obtained by merging the \( N_{j,g}(t) \) VMs needed by each application \( j \in \mathcal{A} \) to achieve its target QoS in the time interval \( t \).

To this end, we propose the Mixed Integer Linear Program (MILP) of Figure 2 to model the problem of allocating a set \( V \) of VMs onto a set \( F \) of fog nodes so that the net profit rate \( u(C) \) of the coalition \( C \) is maximized.

In this figure, we adopt the same notation introduced in Section 2 and we denote by \( s(j) \) (where \( s : V \to \mathcal{A} \)) the instance of the application run by VM \( j \), and by \( p(i) \) (where \( p : F \to \mathcal{C} \)) the FIP which owns fog node \( i \) in the specific geographic area \( g \). Furthermore, for readability purposes, we remove from the model any dependence on the time interval \( t \) (e.g., we denote by \( N_{j,g} \), instead of \( N_{j,g}(t) \), the needed number of VMs to allocate so as to achieve the target QoS of application \( j \)).

In the optimization model,

- the binary decision variable \( x_i \) is set to 1 if fog node \( i \) is turned on, and 0 otherwise;
- the binary decision variable \( y_{i,j} \) is set to 1 if VM \( j \) is allocated on fog node \( i \), and 0 otherwise;
TABLE 1 Parameters used in the experimental scenarios. Subscripts \( i \) and \( j \) take values on the set \( \{1, 2, 3, 4\} \).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(</td>
<td>App(i)</td>
</tr>
<tr>
<td>(E_{i,j})</td>
<td>0.0001 $/Wh</td>
</tr>
<tr>
<td>(</td>
<td>FN(i,j)</td>
</tr>
<tr>
<td>(L_{i,j})</td>
<td>0.022 $/h</td>
</tr>
<tr>
<td>(N)</td>
<td>4</td>
</tr>
<tr>
<td>(M)</td>
<td>4</td>
</tr>
<tr>
<td>(Q_i)</td>
<td>0.7 sec</td>
</tr>
<tr>
<td>(R_{i,j})</td>
<td>0.0022 $/h</td>
</tr>
<tr>
<td>(U_{k,j})</td>
<td>0.05</td>
</tr>
<tr>
<td>(W^{\text{max}}_k)</td>
<td>200 W</td>
</tr>
<tr>
<td>(W^{\text{min}}_k)</td>
<td>100 W</td>
</tr>
<tr>
<td>(\mu_j)</td>
<td>2 req/sec</td>
</tr>
</tbody>
</table>

- the non-negative real decision variable \( u_i \) denotes the overall share of CPU capacity of fog node \( i \) that has been allotted to the hosted VMs;
- the non-negative integer decision variable \( n_{k,g} \) represents the number of VMs allocated for executing instances of application \( k \).

The objective function \( u(C) \) of the optimization model (defined by Eq. (11a)) represents the net profit rate obtained by the coalition \( C \) of FIPs, which is computed as an extension to coalitions of the net profit rate \( P_{i,g} \) defined for a single FIP \( i \) \( (\text{in fact}, u(i) = P_{i,g}; \text{see Eq. (6)}), \) that is as the difference between the revenues earned by the allocation of VMs and the costs resulting from the energy consumed by the switched-on fog nodes and from the violations (if any) of applications’ QoS. Its maximization must satisfy the following constraints:

- Constraints Eq. (11b) ensures that VMs are not allocated on fog nodes that will be switched off.
- Constraints Eq. (11c) guarantee that each VM is hosted at most on one fog node.
- Constraints Eq. (11d) define the value of variables \( u_i \) as the sum of the CPU capacity demands of the VMs allocated on fog node \( i \).
- Constraints Eq. (11e) assure that the allocated CPU capacity of a switched-on fog node is not exceeded.
- Constraints Eq. (11f) define the value of the variable \( n_{k,g} \) as the number of allocated VMs where to execute instances of application \( k \).
- Constraints Eq. (11g) guarantee that for each application no more VMs are allocated than required;
- Constraints Eq. (11h) to Eq. (11k) define the domain of decision variables \( x_i, y_{i,j}, u_i \) and \( n_{k,g} \), respectively.

5 | EXPERIMENTAL EVALUATION

In this section, we present the experimental evaluation we performed through simulation to assess the performance and the efficacy of our algorithm to form profitable and stable coalitions of FIPs. To do so, we run Algorithm 1 for different scenarios, where we vary the workload of a set of applications. The results of this evaluation show that our algorithm is able to form coalitions of FIPs that are profitable and stable in all the considered scenarios.

To perform our experiments, we implemented a specific simulator in C++ which uses the IBM ILOG CPLEX solver 12.8 42 to solve the maximization problem of Section 4.2.

The remainder of this section is organized as follows. First, in Section 5.1, we provide the experimental settings we use in our scenarios. Then, in Section 5.2, we present the results we obtain by running our coalition formation algorithm in these scenarios (Section 5.2).

5.1 | Experimental Setup

In this section, we present the experimental settings and scenarios considered in our evaluation. To ease readability, they are summarized in Table 1, Table 2, and Table 3.
In a specific geographic area \( g \), we consider \( N = 4 \) identical FIPs, each of which is in charge of running instances of a different application (i.e., App\((i) = \{ S_i \}, \) for \( i = 1, \ldots, 4 \)). The physical infrastructure of each FIP consists of 4 identical fog nodes whose idle and maximum power consumptions \( W_{k}^{\min} \) and \( W_{k}^{\max} \) are set to 100 W and 200 W, respectively (for \( k = 1, \ldots, 4 \)). This number of fog nodes ensures that, in the scenarios we consider, each FIP, when working in cooperation, is able to accept on its fog nodes all the workload of the other FIPs that are member of the same coalition. The template VM \( VM_f \) of each application \( j \) is characterized by a request processing rate \( \beta_j \) of 2 requests per second and, to achieve this value, it needs a physical CPU capacity \( U_{k,j} \) of 0.05 for each fog node \( k \) (i.e., when allocated to a fog node \( k \), every VM consumes 5% of its physical CPU capacity).

We suppose that the electricity price \( E_{i,g} \) is charged hourly to every FIP \( i \) and we set it to 0.0001 $/Wh^{43}$ for every FIP. Furthermore, we fix the revenue rate \( R_{i,j} \) that each FIP \( i \) receives for hosting a VM where to run an instance of application \( j \) to 0.0022 $/hour, which is 22 times the electricity price \( E_{i,g} \). We derived this value by assuming that each FIP reaches the break-even point when the load of one of its fog node (i.e., the total CPU capacity of the fog node allocated to VMs) is 30%. This value depends on the specific parameters we set for our experimental evaluation, and such parameters have been selected to study the formation of coalitions with different structures as function of the load. On the one hand, this value is sufficiently large that each FIP is willing to cooperate with all the other FIPs at low loads (by hosting the VMs of all FIPs on a single fog node), but on the other hand, it is sufficiently small that an FIP is willing to join a coalition only with some other FIP at medium loads or to not join at all at high loads (to avoid paying energy consumption costs that it cannot amortize).

Finally, for every application \( j \), we fix its QoS target \( Q_j \) to 0.7 sec—i.e. the maximum time within a FN must serve a request belonging to application \( j \)—and the associated penalty rate \( L_{i,j} \) to 0.022 $/hour for every FIP \( i \) (i.e., \( L_{i,j} = 10R_{i,j} \)). We select this value for the penalty rate to ensure that an FIP always prefers allocating VMs for the applications it hosts than refusing them for cutting down energy costs.

We study the impact of the workload on the coalition formation process by varying, in a controlled way (i.e., by considering each discretization interval of the traffic load curve separately), the workload intensity of each application.

To this aim, we consider two set of scenarios, namely the homogeneous scenarios set and the heterogeneous scenarios set, respectively, whose settings are given in Table 2 and Table 3.

In the homogeneous scenarios set, we vary the workload intensity \( \lambda_{k,g} \) of each application \( k \) (in the given area \( g \)) so that the induced load \( \alpha_i \), experienced by each FIP \( i \) (when it works alone) on the fog node where the required VMs have been allocated, ranges from 0.1 (i.e., only 10% of the CPU capacity of the fog node is allocated to VMs) to 0.9 (i.e., the total allocated CPU capacity on the fog node is 90%), with increments of 10%. The resulting scenarios are summarized in Table 2, where the first column represents the scenario name, the second column contains the load level of each application \( k \) stated in terms of its workload intensity \( \lambda_{k,g} \) in the geographic area of interest \( g \), the third column gives the minimum number \( N_{k,g} \) of VMs required to satisfy the QoS parameter \( Q_k \) of application \( k \) in face of the workload \( \lambda_{k,g} \), and the last column contains the load \( \alpha_i \) induced on a fog node of FIP \( i \) by the workload intensity \( \lambda_{k,g} \).

To better evaluate the game dynamics, we also consider the heterogeneous scenarios set, where the reference scenario for the experiments has been changed but, in order to be able to compare different scenarios, the average load offered to all FIPs has been kept fixed and equal to the previous set, as reported in Table 3. Specifically, fixed a given average load \( \bar{\alpha} \) offered to all FIPs, we compute the load \( \alpha_i \) associated to each FIP \( i \) as follows: \( \alpha_1 = \left[ \frac{3}{2} \bar{\alpha} \right] U_{1,j}, \alpha_2 = \left[ \frac{5}{2} \bar{\alpha} \right] U_{2,j}, \alpha_3 = \left[ \frac{3}{2} \bar{\alpha} \right] U_{3,j}, \) and \( \alpha_4 = \left[ \frac{3}{4} \bar{\alpha} \right] U_{4,j} \), where \( [\cdot] \) is the ceiling operator, and the use of \( U_{1,j} \) in these equations is to assure that the resulting load is a multiple of the CPU demand \( U_{1,j} \) of \( VM_f \) on a fog node of FIP \( i \).
TABLE 2 The experimental settings corresponding to the homogeneous scenarios set. Subscripts $i$ and $k$ take values on the set $\{1, 2, 3, 4\}$.

<table>
<thead>
<tr>
<th>$\lambda_{k,g}$</th>
<th>$N_{k,g}$</th>
<th>$\alpha_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>2</td>
<td>0.1</td>
</tr>
<tr>
<td>5.7</td>
<td>4</td>
<td>0.2</td>
</tr>
<tr>
<td>9.4</td>
<td>6</td>
<td>0.3</td>
</tr>
<tr>
<td>13.3</td>
<td>8</td>
<td>0.4</td>
</tr>
<tr>
<td>17.2</td>
<td>10</td>
<td>0.5</td>
</tr>
<tr>
<td>21.1</td>
<td>12</td>
<td>0.6</td>
</tr>
<tr>
<td>25.0</td>
<td>14</td>
<td>0.7</td>
</tr>
<tr>
<td>28.9</td>
<td>16</td>
<td>0.8</td>
</tr>
<tr>
<td>32.8</td>
<td>18</td>
<td>0.9</td>
</tr>
</tbody>
</table>

TABLE 3 The experimental settings corresponding to the heterogeneous scenarios set. Subscripts $i$ and $k$ take values on the set $\{1, 2, 3, 4\}$.

<table>
<thead>
<tr>
<th>$\tilde{\alpha}$</th>
<th>FIP $i$</th>
<th>$\lambda_{k,g}$</th>
<th>$N_{k,g}$</th>
<th>$\alpha_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>1</td>
<td>9.4</td>
<td>6</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>7.6</td>
<td>5</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2.1</td>
<td>2</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>3.9</td>
<td>3</td>
<td>0.15</td>
</tr>
<tr>
<td>0.5</td>
<td>1</td>
<td>26.9</td>
<td>15</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>23.0</td>
<td>13</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>7.6</td>
<td>5</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>13.3</td>
<td>8</td>
<td>0.40</td>
</tr>
<tr>
<td>0.8</td>
<td>1</td>
<td>44.7</td>
<td>24</td>
<td>1.20</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>36.8</td>
<td>20</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>13.3</td>
<td>8</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>21.1</td>
<td>12</td>
<td>0.60</td>
</tr>
</tbody>
</table>

5.2 Experimental Results

The configuration summarised in Table 2 applies to all FIPs, smoothing the effect induced by the payoff allocation. Indeed, as stated before, the Shapley value keeps in account the contribution each player brings to the coalition and compute rewards accordingly. The assumption of homogeneous loads allows us to focus on the effects induced by the cooperation among FIPs, neglecting the dynamics leading to it – any player joining a specific coalition brings the same contribution as the others. Specifically, Figure 3 depicts the ratio between the net profit rate – i.e., the difference between payoff obtained applying the proposed methodology and the case in which all FIPs act independently (i.e., without cooperation) – and the maximum payoff the players can get among all scenarios. Clearly, such normalisation aims to provide a measure describing the benefits induced by the methodology decoupling it from the specific costs and revenues in the scenario. Figure 3 shows three different regions, each one

![Figure 3](image)

FIGURE 3 Changes in the net profit rate of FIP $i$ (with $i = 1, \ldots, 4$) for different values of load level $\alpha_i$ when using the algorithm in a homogeneous load scenario.

TABLE 4 The experimental scenarios corresponding for the heterogeneous loads scenario. Subscript $i$ takes values on the set $\{1, 2, 3, 4\}$. The symbol $E[\cdot]$ denotes the arithmetic mean operator.
of which corresponds to a specific load range – from low to high traffic load. Furthermore, each region identifies different coalition configurations and net profit rates – except for the point \( \alpha_1 = 0.3 \).

In Region 1 service requests arrive with a low rate to all FIPs allowing them to coalesce in a single coalition. Such configuration holds until the point \( \alpha_1 = 0.3 \) after which optimising the use of resources within the grand coalition it is not any longer possible. Hence, further increments of loads generate scenarios in the Region 2. Here players autonomously organise themselves in smaller coalitions to rationalise the use of resources. Eventually, as the computational capacity available decreases also FIPs propensity to cooperate fades. Indeed, within Region 3 the cooperation costs grow higher than benefits – i.e., FIPs would incur in penalties – and each one act selfishly. The step behaviour observed in Figure 3 is induced by the discrete granularity of VMs allocation in the maximisation problem and would smooth in case of smaller VMs scenarios.

In Table 4, we present the results of the heterogeneous scenarios set whose configuration is summarized in Table 3. Here, only one point for each region of load has been reported but is enough to observe the effects of heterogeneity. In the first place it is possible to notice that some of the observations made in the previous case still hold: an increment in the loads decreases the benefits of cooperation – i.e., the number of fog nodes switched off decreases as the incoming service requests increases. On the other hand, heterogeneous loads allow new coalitions to arise. Indeed, in Region 3 it is possible to notice that FIPs are now able to coalesce and obtain a non-zero payoff also where in the homogeneous scenario was not possible.

Table 5 points out the consequences of an allocation strategy that does not guarantee the properties presented in Section 4. In this specific configuration, corresponding to the value \( \bar{\alpha} = 0.5 \) of Table 3, redistributing the wealth of the coalition according to the Shapley value generates a stable coalition partition. Indeed, as reported in Table 4, players are motivated to coalesce their resource in the grand coalition. On the other hand, choosing a payoff allocation that does not enjoy the properties listed in Section 4, such as the Equal share allocation, the grand coalition would not be a stable partition. In particular, we can see that player 1 can improve its net profit \( \zeta_1(C) - \zeta_1(\{1\}) \) by moving from \( \{1, 2, 3, 4\} \) to the single coalition \( \{1\} \).

This set of experiments allows to point out that the cooperation brings greater benefits in case of low loads. On the other hands, in case of high loads the advantages decrease as load increases. This behaviour is due to the reduction of waste of resources that occurs in case of under utilized FIPs. Eventually, evaluating the algorithm in a more realistic scenario – i.e., the one with heterogeneous loads – it has been showed that the cooperation is beneficial also in cases of biased traffic load, where overloaded FIPs take advantage of other FIPs with low traffic loads and vice versa.

Despite of its simplicity, the set of experiments summarized by Figure 3 and in Table 4, illustrates how to use the distributed coalition formation algorithm. The FIPs, based on its own traffic profile estimates, can agree the timing and the activation frequency of the distributed algorithm. The goal should be an appropriate trade-off between the benefits due to the algorithm (e.g., obtaining coalitions that allow the reduction of costs) and the overhead derived from too frequent and not very effective activations.

### 6 RELATED WORK

The idea of forming coalitions of different operators, using a game theoretical approach, with the aim of improving their net profit or to obtain different benefits, has been already investigated in the past in various scenarios.

Profit maximization has been investigated both for cloud computing and cellular networks. Coalition formation frameworks have been used instead for femtocell networks for purposes different from profit maximization, such as interference mitigation, and resource and power allocation.

Compared to these works, in our contribution we consider a much different system architecture, which is characterized by different properties and, hence, requires a different solution.

Approaches based on game theory have also been used in the field of fog computing (or edge computing/femto-cloud) for resource optimization, latency and/or the energy consumption reduction, computation offloading, and resource aggregation into a single distributed system.
In this work we target a goal which is different from those addressed by the above papers. In particular, we focus on the problem of increasing the profit of different FIPs in the presence of applications characterized by different QoS targets and time-varying workloads.

Last but not least, this paper extends our previous work\textsuperscript{18,60} by introducing a different coalition formation allocation strategy that improves the stability of the formed coalitions, guarantees the efficiency of the payoff allocation, and ensures fairness in the payoff allocation thanks to the use of the Shapley value (note that a fair payoff allocation is a mandatory property to convince autonomous agents (often competing) to adopt the solution we propose).

7 | CONCLUSIONS

In this paper we have considered the problem of studying under what conditions a set of FIPs, each one needing to allocate its fog nodes to a set of IoT applications with the goal of meeting specific QoS targets in face of time-varying workloads, finds profitable to cooperate among them, and of devising a suitable decision algorithm allowing each one of them to decide independently whether to join a coalition with other FIPs or not.

We addressed the above problems by means of game-theoretical framework, that allowed us to study the problem of forming coalitions of FIPs, and by devising a mathematical optimization model for the computation of the allocation of IoT applications on the resources of the various FIPs so as to improve their net profits.

In the proposed scheme, we model the cooperation among FIPs as a cooperative game with transferable utility and we design a distributed algorithm to form coalitions of FIPs. With the proposed algorithm, each FIP individually decides whether to leave the current coalition to join a different one according to his preference, meanwhile improving the perceived net profit. Moreover, we proved that the devised algorithm converges to a Nash-stable coalition partition which determines the resulting coalition structure. Numerical results demonstrate the effectiveness of our approach.

As future work, we plan to proceed along different directions. First, we plan to explore ways to improve the coalition value function in order to account for possible request losses due to lack of physical resources. Second, we plan to explore ways to improve the game-theoretic and optimization models in order to include costs like the loss of revenues, as well as other aspects like the ones related to trustworthiness among FIPs. Finally, we plan to implement and validate the proposed solution on a real testbed.
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