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Renewal Processes
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A renewal process is a point process characterized by the fact
that the successive inter-arrival times 7i, 7o, 73 etc... are dis-
tributed with the same cdf F'(t) with density f(¢) and expected

value E|T] = my:
F(t) = Prir<ty ; f) = 100
E[T] =1m

Let us define the corresponding Laplace transforms:

fi(s) = LIFW) 5 F(s) = LIF(2)]

The 7; form a sequence of independent identically distributed ran-
dom variables.
Let s; denote the time up to the £ arrival:

k
Sk = ; Ti (1)
Let Fy(t) denote the cdf of s, and fi(¢) its density.
d Fi.(t
At = Priss < 1) filt) = 00

In terms of Laplace transforms, we obtain:

Fis) = 1P 5 fils) = [P
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Renewal Processes - number of arrivals

Let N(t) denote the number of arrivals in the interval 0 — t.
N(t) < k ifand only if s >t

from which:

Pr{N(t) < k} = Pr{sy > t} =1 — F(t) (2)

Pr{N(t) = k} = Pr{N(t) < k + 1} — Pr{N(t) < k}
(3)
— Fy(t) - Fen®)

Expected number of arrivals in (0 —¢), H(t):

H(t) = EIN(#)] = S kPr{N(t) =k)

k=0
} . (4)
— kz::o k|Fp(t) — Fr] = k; Fi(t)

In Laplace transforms:

H'(s) = 3 Fi(s) =
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The Renewal Equation

The renewal density h(t) is defined as:

h(t) = lim Pr{one or more events occur in (t —t + At)}
At—0 At

The probability that the k-th event occurs in (¢ — ¢ + At) is:

Pr{k — th event occurs in (t —t + At)} = fi(t) + O(At)

Hence:
d H(t)
dt

ht) = X filt) =

In Laplace transform:

h(s) = % fi(s)

e

L — f*(s)
From which we obtain the renewal equation in LT and time
domain:

hi(s) = f(s) + h'(s) - f7(s)

ht) = f(t) + [ h(t—u) - f(u)du
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The Fundamental Renewal Equation

In terms of the renewal function H(t), the renewal equation can

be derived in the following way:.

In Laplace transform:

H(s) = 3 Fy(s) =

From the above we derive:

H*(s) = Js)

In time domain:

H(t) = F(t) + [ H(t—u) - f(u)du

1
5

This is known as the fundamental renewal equation.

f*(s)

L — f*(s)



Renewal and Poisson Processes 6

Poisson Process

A Poisson process is a renewal process in which the inter-arrival
times are exponentially distributed with parameter .

A
s+ A

The cdf and density of the time up to the k-th arrival s, are in
LT:

f&)y =xe? = fis) =

A\ A
o= (15) 0 BW =
filt)y = £ . i A] = de
frlt) = £ (Siw] = Nte M
DY AT,
flt) = £ {(3 n )\)k’] R
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Poisson Process

Let us define:

Pu(t) = PriN(t) = k} = Fy(t) — Fp(t)

Taking Laplace transforms:

)\k )\k+1 )\k
P* e —_ —=
i (5) s(s+MF s(s+ AL (s 4+ A

Inverting again in the time domain, we obtain the Poisson dis-
tribution:

Py(t) = Pr{N(t) = k} = LY
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Poisson Distribution
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Poisson Distribution
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Poisson Process
Expected number of events

k=0 k=0
o & (At)k
P T

H'(5) = BN = |
Since in the Poisson process:
A A
Flo) = = BING) = 5
(5)
— h*(s) = i\

We obtain:
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Buffer design in a Poisson Process

Jobs arrive according to a Poisson process of rate A and must be
stored in a buffer during an interval T'.

The design problem consists in evaluating the number of slots in a
buffer such that the probability of refusing an incoming job in the
interval T is less than a prescribed (small) risk a (0 < o < 1).

Let N(T') be the number of arrivals in the interval T and let K
be the number of slots to be determined.

The design problem can be formulated as:

PriN(T) > K} < «

Pr{N(T) < K} > 1—a

PrHNT) < K} = 3 AT o oy,

=0 7!

The value of K is the smallest integer that satisfies the above
equation.
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Poisson Process
An alternative derivation

A counting process N (t) is a stochastic point process identified by
a sequence of random points in time. The state of the process
at time ¢t is defined by the number of arrivals N(¢) in the interval

(0—1).

Let F;(t) be the event N(t) =14, i.e. ¢ arrivals in (0 — ¢).

T+ At

According to the figure, the event E;(t + At) can be decomposed
into the sequence of independent and mutually exclusive events:

Ei(t+ At)

= {E;(t), no arrivals in At}

+ {E;_1(t), 1 arrival in At}

+ {FE;_5(t), 2 arrivals in At}
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Poisson Process
An alternative derivation

By the theorem of the total probability, we can write:

Pr{N(t+ At)=1i} = Pr{no arrivals in At|N(t) =1} -
- Pr{N(t) =}

+ Pr{l arrival in At|N(t)=17—1}-
- Pr{N(t)=1— 1}

+ Pr{2 arrivals in At|N(t) =i — 2} -
- Pr{N(t) =1 -2}
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Poisson Process
An alternative derivation

A stochastic point process N(t) is a Poisson process, if the proba-

bility of having one event in any interval d ¢ is constant and equal
to A.

By the theorem of the total probability, we can write for ¢ > 0:

PriN{t+At)=i|[N{t) =i} = 1 — AAt + O(AY)

Pr{N(t+At) =i|[N{t)=i—1} = AAt + O(A¢)

Where:

For 1 = 0, we can write:

PriN({t+At) =0[N{t) =0} = 1 — AAt + O(A)
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Poisson Process
An alternative derivation

Let us define:
Pi(t) = Pr{N(t) = i}

According to the above relations we can write:

Pyt + A1) = (1 — AAL) Py(t) i=0

P(t+At) = (1 — AAH)P() + NALP_ (1) i >0

Po(t + At) — P()(t)

T Pt .:

N’ A Po(t) 1 =0
P(t+At) — Bt .

(*'Ai O AP £ AP >0

Taking the limit At — 0, a Poisson process is characterized by
the following set of linear differential equations:

d Py(t) .
= —\NBy(t =0
dt olt) !
d P;(t .
dt() = —)\B(t) + )\H_l(t) 1 >0
with initial conditions:
Po(O) = 1 1=10
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Poisson Process
An alternative derivation

Taking Laplace transforms of the time domain differential equa-

tions:
sPi(s) — 1 = =AFj(s) i =0
s P (s) = —AP(s) + APLy(s) i >0

1
Fi(s) = s+ A

A . A
P1*(5):S+)\‘Po(3) :<S+—)\>2

A . M\
Pz*(s) = 'Pi—l(s) = (S 4+ A)i—l—l

From the above equations we derive again the Poisson distribution:

Pi(t) = Pr{N(t) = k} = LY
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Superposition of Poisson Processes

A superposition of Poisson processes is obtained by cumulating
the occurrences of n independent sources of Poisson processes with
parameters Ay, Ao, ..., A, respectively.

Al
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! '
ZaRE T x
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Proc.n — 3¢ ! ; 3¢
1 f ' | | 1 1 i

Cumulated Proc

The cumulated process is still a Poisson process:

Prob{ N(t+ At)=k+1|N(t) =k} =

MAL + AL+ ...+ N At 4+ O(t)

The parameter of the cumulated Poisson process is given by:

A=Y A
1=1
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Decomposition of Poisson Processes

A Poisson process with parameter A is split into n indipendent

branches according to a probability distribution pq, po, ..., pu
with:
n
pi =1
i=1
A pr
P1
A H D2 APy
Pn
Ay,

By decomposing the original Poisson process of parameter \, n
Poisson processes are generated: Ni(t), Na(t), ..., N,(t), with
parameters: Api, Apo, ..., Ap,.
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Alternating Renewal Processes

The process is constituted by a sequence of Type I variables X'
with density fi(z) followed by a Type II variables X” with den-
sity fo(z). The process starts with probability 1 with a Type [
variable.

XI XII X}' X’ L

| .

0 t

If we look at the sequence formed by the occurrence of the Type
I1 variables, the process is an ordinary renewal process with inter-
arrival time (X' + X").

The mean number of Type II occurrences satisfies (in LT):

ooy fi(s) - f5(s)
Hals) = s{1 — fi(s)- f5(s)}

For the Type I occurrences we have a modified renewal process,
for which the expected number of renewals is:

L 7i(s)
M) = S = i) fio))

In both cases:

hi(s) = s H(s) i=1,2
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Alternating Renewal Processes

Let be:
m1(t) - Probability Type I variable occurs at time ¢
mo(t) - Probability Type II variable occurs at time ¢

Type Iis in use at time ¢ if:
a) - No Type I event occurs in (0 — t);

b) - A Type Il event occurs in v — u + du (u < t), and no Type
I events occur in (t — u):

m(t) =1 — B@t)] + [ ho(u) [l — Fy(t — w)] du
In Laplace transform:
1 — fi(s) fils) - f3(s) 1 — fi(s)

M) = T YT Rl fils) s

A S AE IO
Note also that:

mi(s) = Hy(s) — Hi(s) +

Wl(t) = Hg(t) — Hl(t) + 1
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Alternating Poisson Process

Type [ variable is exponential with rate A;
Type II variable is exponential with rate p.

B s(s + A+ p)
e A 1
SN+ s AN+ pu o s+HXNFp
A
mi(t) = a e~ rmt

lim 7m(t) = ; lim m(t) =

21



