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a b s t r a c t

Objectives: This paper aims at systematizing the ways in which the contextual knowledge embedded in
the case library can support decision making, within case-based reasoning (CBR) systems. In particular,
CBR applications to the medical domain are considered.
Methods and material: After a quick survey on the definition and on the role of context in artificial intelli-
gence research, we have focused on CBR, with a particular emphasis on medical applications. In this field,
we have identified a number of very recent contributions, which strongly recognize context per se as a
major knowledge source. These contributions propose to maintain and to rely on contextual information,
in order to support human reasoning in different fashions.
Results: We have distinguished three main directions in which contextual knowledge can be resorted to,
in order to optimize physicians’ decision making. Such directions can be summarized as follows: (1) to
reduce the search space in the case retrieval step; (2) to maintain the overall knowledge content always
valid and up to date, and (3) to adapt knowledge application and reasoning to local/personal constraints.
We have also properly categorized the surveyed works within these three clusters, and identified the
most significant ones, able to exploit contextual knowledge along more than one direction.
Conclusions: Innovative applications of the contextual knowledge recorded in the case library, described
and systematized in this paper, can trace promising research directions for the future.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

With its cability of incrementally collecting, reusing and shar-
ing the knowledge implicitly embedded in previously experienced
situations, case-based reasoning (CBR) [1] is currently recognized
as a very well suited reasoning methodology in medical applica-
tions. A significant number of valuable CBR approaches in medicine
have been proposed in the literature so far (see e.g. [2,3] for recent
surveys on the topic).

As a matter of fact, CBR may mitigate the knowledge acquisi-
tion effort, since representing a real world situation as a case is
often straightforward. Given a set of meaningful features for the
domain, it can be sufficient to identify the value they assume in
the situation at hand. In classical CBR approaches, the so-obtained
set of 〈feature, value〉 pairs provides the problem description, which
is typically coupled with information about the applied solution,
completing the situation-action pattern adopted on that occasion.
Such data encompasses an amount of domain knowledge, which
can be memorized without the need of making it explicit in a more
abstract and generalized form, as it would be required by other
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methodologies (e.g. rule-based or model-based reasoning). Main-
taining this kind of operative information is extremely useful in the
medical domain. In fact it can complement explicit domain knowl-
edge (especially for those diseases that are still not well understood,
or for which generalized rules or models do not apply), or it can help
make domain knowledge itself immediately usable in real clinical
environments (e.g. in the case of clinical protocols interpretation
[4]). Operative knowledge can even lead to changes in organiza-
tional settings, and improve the overall quality of care provision
[5].

Operative knowledge is stored and maintained in the case base
without applying filters, systematizations or abstractions. In this
way, it does not separate the actual domain knowledge it implicitly
embeds from the circumstances and the details of the situation in
which that knowledge was exploited [6]. Among the case details,
the context of application seems to be particularly relevant.

The context of a system captures the environment where it oper-
ates, including all additional or non-functional aspects that, while
not being core to the system’s behaviour, nevertheless may affect
the way in which that behaviour should be optimized. In medical
applications, in particular, the “system” should be interpreted as
the set of (human or not) actors and procedures involved in patient
care. In this domain, the context includes physical characteristics of
the clinical setting, as well as many other aspects, such as knowl-
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edge states (of the patient and of the physician) and emotions. A
case then contains a domain knowledge core (i.e. the situation-
action pattern, and the rationale behind it), which is surrounded by
(and interlaced with) contextual details [6]. These details basically
concern: (i) the specific patient being considered; (ii) the specific
physician responsible for the described procedure; and (iii) the spe-
cific health care provision environment where the case took place.

Abstraction and generalization of domain knowledge contained
in the case base, although possible, require the removal of cir-
cumstances and details from individual cases, which operatively
translates into removing the case context. Removing context may
create a gap between the obtained generalized knowledge, and
future problem instances [6], giving birth to a knowledge content
which is better suited at the population level than at the individ-
ual one. While this outcome may be desirable in some situations
(e.g. when defining a clinical guideline), it may hamper the decision
making activity in others.

Stemming from these considerations, a very recent research
trend is now strongly and explicitly recognizing context as a major
knowledge source for decision making in many medical appli-
cations. Along this line, in this paper we aim at stressing the
importance of contextual knowledge per se, and at illustrating how
it can be relied upon within a CBR framework in order to fulfill
several goals.

The paper is organized as follows. In Section 2 we recall the
research results on the notion and on the use of context in artifi-
cial intelligence (AI) in general, and in CBR in particular. In Section
3, which contains the main methodological contributions of this
paper, we systematize the ways in which context can be relied upon
in medical CBR applications, identifying and describing three main
research directions for the future. Final observations and comments
are addressed in Section 4.

2. Context in artificial intelligence

Context has been playing an important role in several domains
for many years, since it is seen as a core concept both in the philo-
sophical and linguistic area, and in the scientific one [7].

AI research, in particular, is increasingly interested in the
notion and in the possible uses of context, as testified,
for instance, by a series of international conferences (see
http://mainesail.umcs.maine.edu/Context/, last accessed on March
31st, 2010), which have been taking place since the early 90s.

Within AI, context is used in many different areas [8]: in natural
language processing, context is used to assign an interpretation to
assertions and resolve ambiguities; in information retrieval, con-
text helps refine the queries made by users; in distributed AI,
context is used as a flexible formal tool for the design of systems
of autonomous agents; in human–machine interaction, context is
used to design context sensitive applications and interfaces. How-
ever, in the rest of the section, we will concentrate on the use of
context in knowledge representation and reasoning (KRR).

KRR is the AI area whose aim is to devise languages that can
represent (1) what (intelligent) programs or agents know about
their environment, and (2) the reasoning processes that allow them
deriving new knowledge, with the goal of solving problems and to
support human decision making. Actually, CBR belongs exactly to
this area. As there is a lack of consensus on the meaning of the word
“context”, we will resort to the definition provided by Brezillon in
[7], since it is well agreed upon, at least in the KRR community:
“Context is what constraints problem solving without intervening
in it explicitly”.

Very interestingly, some authors in KRR (see e.g. [9]) identified
one of the reasons why the first knowledge-based decision support
systems (KBS) failed exactly in the lack of an explicit representation

and treatment of context. Actually, the knowledge acquired from
humans has a rich contextual component, which was generally not
acquired in the knowledge formalization and generalization phase
of early KBS. Moreover, in KBS the knowledge was acquired once
and for all in the beginning (i.e. in the system design phase), and was
therefore unable to take into account misunderstandings and prob-
lems that could arise during the system usage [10]. The absence of
contextual knowledge also made it very difficult to generate expla-
nations about the reasoning choices of the systems. On the other
hand, human decision making can be more properly supported only
if the acquired knowledge does not undergo a strong generalization
process, and if its acquisition is incremental [7].

Several efforts have been completed in order to take into
account the observations above. For instance, Walther et al.[11]
have defined a context ontology, which includes constraints about
how the knowledge terms should be used and combined, while
Cyc [12], the largest common sense knowledge base ever built,
implements and exploits an explicit notion of context.

From a more technical viewpoint, attempts have been made in
order to represent context both using appropriate logic formalisms
[13,14], and using rule-based or model- (e.g. graph-)based repre-
sentations [15]. Some of these methods have provided extremely
expressive mechanisms to exploit context in formal theories, as
proved e.g. by their recent application to the Semantic Web (see
[16]).

However, the acquisition of knowledge in context is very chal-
lenging [7]. The contextual information is sometimes implicit, and
strongly interlaced with the more objective details about a fact, so
that it becomes really hard to separate context, and to provide it in
the explicit form, as it is required e.g. by rule-based approaches.

CBR thus appears to be more suited for capturing and
maintaining contextual knowledge. Actually, as observed in the
Introduction, CBR relies on operative knowledge, which does not
require generalizations and abstractions. Therefore, cases implic-
itly maintain both objective details as well as contextual ones [6].
Moreover, in CBR knowledge acquisition is naturally incremental
[1], since new cases are continuously acquired during the system
usage.

In CBR, context can serve as a major knowledge source in the var-
ious reasoning phases, from retrieval to adaptation. Possible roles
of context in CBR applications have been explored since the early
years. Leake [17], for instance, has developed a CBR system which
exploits contextual knowledge to select the right explanation to
be shown to the user (remember that the lack of explanations was
one of the weaknesses of the early KBS). Ozturk and Aamodt [18]
have relied on contextual information in order to retrieve appropri-
ate cases within the knowledge-intensive CBR system Creek. More
recently, Lieber and Napoli [19] have integrated the C-OWL context
ontology with CBR: semantic relations between contexts and the
associated reasoning mechanisms allow the CBR process in a partic-
ular viewpoint reusing and sharing information about the problem
and the already found solutions in other viewpoints. Another, very
recent line of research is about CBR and context-awareness [20]. In
this field, scientists are studying appropriate ways to handle and
exploit context for Ambient Intelligence. This objective is partic-
ularly challenging, due to the fuzziness of context information in
such domain, given – especially in mobile scenarios – the rapidly
changing environments and the unstable information sources. They
are proposing applications of CBR to pervasive computing, auto-
nomic systems, and ubiquitous computing, relying on sensed and
real-world features. How to use context is also being investigated
in recommender systems. In this domain, it is progressively being
recognized that cases should not store only information about the
products to be recommended, otherwise no real learning process
can be supported [21]. On the other hand, cases should maintain
contextual information too, about the user interests [22], and about
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the recommendation sessions where the products themselves were
selected [23].

The usefulness of contextual knowledge has been recognized
early in medical CBR systems too. For instance, the high number of
hybrid and multi-modal reasoning contributions (see e.g. [24,25]),
integrating CBR with other knowledge sources and/or reasoning
methodologies, testifies to the advantages of coupling formalized
knowledge with an operative one. It also indirectly testifies to the
advantages of exploiting context, since context is incorporated in
operative knowledge [6].

Moreover, very interestingly, recent medical CBR applications
are now shifting towards an even more explicit and massive
exploitation of contextual knowledge. The next section will provide
a description and a categorization of these innovative approaches.

3. Using contextual knowledge in medical case-based
reasoning systems

Context seems to be particularly relevant in medical applica-
tions, where inter-patients variability is extremely high, and where
diagnostic and therapeutic decisions always need to be properly
tailored to the single patient’s peculiar situation. An exhaustive
description of the patient thus cannot ignore contextual informa-
tion. In fact, recent CBR systems applied to the medical domain
are relying on context as a major knowledge source for support-
ing decision making, in various ways. In this section, after some
observations about the nature and the representation of contex-
tual knowledge in medical cases (see Section 3.1), we analyze such
approaches in detail (see Section 3.2).

3.1. Contextual knowledge in medical cases

Dealing with the medical domain, by case we will refer to a given
medical procedure applied to a patient, such as a visit, a treatment,
or the execution of a whole clinical guideline (GL).

In a medical case, the context is often captured as implicit [6]
or difficultly measurable knowledge, deeply interlaced with more
objective patient and procedure information. Objective measure-
ments/findings (e.g. the patient’s age), can be recorded together
with more subjective characteristics of the patient (e.g. moods,
emotions) and of the physician (e.g. personal preferences, implicit
perceptions), and with the characteristics of the physical environ-
ment where the case took place (e.g. available resources and skills,
physical or cultural constraints): all these contextual elements can
influence the medical procedure implementation and its outcome.1

It is worth noting that the distinction between the data which
are objectively measurable, and the ones that are subjective, or
more difficult to express and quantify, is not always clear-cut. For
instance, in psychiatry, behaviours and emotions are well codified,
and should not be considered as subjective and purely contextual
information. Moreover, information about people’s behaviour is
sometimes strictly paired with more objective measurements, and
should not be considered disjointly from them, when the aim is to
have a complete description of the situation. For instance, pubertal
compliance problems with respect to insulin therapy may be diag-
nosed by looking at the age of a diabetic patient, at the negative
trend in her blood glucose level control, and at a (less objectively
quantifiable) behaviour that leads to a reduced care in her self-
monitoring activity.

In conclusion, it can be difficult, or unuseful, to make a clear
distinction between objective data and contextual information in

1 For instance, non-compliance to GL may emerge due to the need to adapt the
GL itself to the local reality ([26], see also Section 3.2.2).

many medical domains. The strength of CBR is exactly that of allow-
ing the storage, retrieval and reuse both knowledge types, without
requiring their explicit separation [6].

3.2. Using contextual knowledge: recent trends

By analyzing recently published system descriptions, we have
identified three main directions in which contextual knowledge
can be profitably resorted to within a CBR framework, namely:

1. to reduce the search space in the retrieval step;
2. to help maintain the overall knowledge content always valid and

up to date, and
3. to adapt knowledge application and reasoning to local/personal

constraints.

Details of these lines of research will be provided in the next
sections.

3.2.1. Reducing the search space
Contextual information may be relied upon to select a subset

of the cases contained in the case base, thus reducing the search
space for the retrieval step in a CBR system. This choice clearly can
make retrieval computationally faster, and hopefully more mean-
ingful, since only cases taken under comparable circumstances are
retrieved.

The approach has been applied e.g. in the field of diabetes
[27,28], and in the field of hemodialysis [29]. In both domains, the
patient’s behavioural or emotional situation may strongly influence
the therapy outcome. For instance patients in the pubertal age may
be less compliant with insulin therapy, or elderly patients may be
less compliant in completing a (long) hemodialysis session, espe-
cially if they habitually feel bad during it. In these domains, it is
not easy to objectively quantify and code behaviours and emo-
tions, which represent contextual information, deeply interlaced
with other patient’s features. However, contextual knowledge can
guide search space reduction, e.g. using a clustering technique [29].
Clustering does not aim at labelling the cases in a group with a spe-
cific tag (as it happens in classification), where the tag represents
a piece of generalized domain knowledge, extracted from the sub-
sumed cases. In clustering contextual knowledge remains in the
implicit form; however, the most similar cluster(s) allow the iden-
tification of the cases collected under similar circumstances, and
the limitation of retrieval just to them.

3.2.2. Keeping knowledge up to date
In medical practice, past diagnostic or therapeutic recommen-

dations tend to become quickly obsolete, due to the development of
new technologies and to the availability of new scientific evidences.
Therefore, when a CBR approach is resorted to, the case base should
be maintained and updated in a life-long learning perspective [2],
where recent developments and findings are integrated, while old
ones are carefully evaluated before being reused.

Anyway, while highly abstracted evidence loses its significance
when becoming obsolete (and its re-application may even be harm-
ful), the knowledge implicitly embedded in past cases can always
be re-interpreted in the future. Re-interpretation allows the ver-
ification of its validity, possibly leading to different conclusions
in the light of recent scientific discoveries [30]. This observation
further corroborates the hypothesis that memorizing operative
knowledge and relying upon it is a desirable task. In fact, since oper-
ative knowledge is context-dependent, it allows rebuilding theories
dynamically. On the other hand, explicit domain knowledge is static:
it cannot be re-interpreted, since the original context from which it
was abstracted is no longer available [6]. The heterogeneous, deeply
interlaced information encoded in cases is thus more capable to
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retain validity and relevance over time and space [6], at least to a
reasonable extent.

However, at the same time, the need to properly manage con-
textual knowledge in order to preserve recency and to continuously
verify validity clearly makes the acquisition, adaptation and reuse
activities more challenging.

These challenges are approached e.g. in [30], by resorting to
the definition and exploitation of prototypes [31]. Prototypes are
a generalization from single to clustered typical cases. Their main
purposes are to structure the case base and to guide and speed-
up the retrieval process. However, prototypes can also help reuse
(by possibly adapting) past cases. In the case of prototypes the
definition of a reuse/adaptation strategy becomes easier, since
the specific details of ground cases leave space to a more gen-
eralized kind of knowledge. If a hierarchy of prototypes exists,
reuse/adaptation can also be seen as a top down search to find
the most specific case that fits for the current problem. Moreover,
despite the fact that prototypes do summarize a set of (very similar)
cases, and generalize them to some extent, they do not constitute
highly abstracted evidence, and they do not remove contextual
knowledge (at least, not completely). Therefore, knowledge in pro-
totypes may still be reviewed and re-interpreted to reach possible
new conclusions. The work in [30] proposes to mine some proto-
types from the biomedical literature, as well as to learn others by
applying conceptual clustering on existing cases in the case base. In
particular, the new prototypes automatically built from the litera-
ture take into account the flow of biomedical advances. On the other
hand, the prototypes learned by clustering organize and represent
clinical practice ground cases. Prototypes then guide retrieval and
reuse. In the retrieval phase, both prototypes and ground cases
are extracted; ground cases are retrieved also when they are not
indexed under any prototype in the taxonomy. Prototypes are
therefore “add-ons” to the case-base, i.e. forms of organizing the
cases allowing improving search and reuse/adaptation.

The work in [32], on the other hand, suggests that human per-
ceptions and feelings can be exploited to make experience reuse
more reliable and up to date in CBR systems. In particular, the
authors observe that physicians’ comments and notes appended to
clinical practice cases, and usually reported as text, may be valuable
to capture data that are not visible in more objective measurements
(e.g. in sensor readings). Moreover, such notes provide additional
information to better interpret measurements themselves. As a
matter of fact, textual notes implicitly record human perceptions,
whose exploitation may enhance objective features understanding
and reuse/adaptation. The work is still in its implementation phase;
however, it provides an analysis of the major issues which have to
be afforded to use contextual information to maintain knowledge
up to date, especially when supporting case reuse. From a technical
viewpoint, methodologies from the textual CBR research area will
be relied upon to deal with physicians’ notes interpretation and
exploitation.

The work in [33] can be categorized in the recency mainte-
nance line of research as well. In particular, this paper describes
a CBR tool which our research group is developing for managing
non-compliance with clinical guidelines (GL). GL can be defined
as a means for specifying the most appropriate clinical proce-
dures and for standardizing them. Despite their proved efficacy
in improving patient care, examples of non-compliance with their
prescriptions are often reported. Reasons for this can be identified
in an improper or weak GL definition, e.g. due to the presence of
biases, changes in evidence, or, more frequently and more interest-
ingly for the purposes of our discussion, obsolescence of data and/or
procedures. In [33], non-compliance episodes are represented as
cases. In particular, the problem description consists of the reasons
for non-compliance (e.g. abnormal patient’s parameters, unavail-
able resources, different medical opinions). When possible, these

data are recorded as explicit features (e.g. in the case of abnor-
mal patient’s parameters). In other situations, they are stored as
additional textual comments, or remain hidden within the explicit
features themselves, as contextual information. The case solution
consists of the changes in the GL procedure that were implemented.
In front of a new non-compliance episode, the tool is able to retrieve
past cases, and to show them to physicians, for further analysis.
Retrieval entails the treatment of several issues, such as the man-
agement of heterogeneous features (i.e. numeric, symbolic and
textual), and the identification of similar cases by applying appro-
priate metrics.

The tool is also able to extract more general indications from the
ground cases. In particular, after some non-compliance cases have
been stored in the case base, it compares them, aiming at discov-
ering: (i) frequent modifications, confirmed by several examples;
(ii) atomic modifications, identified by separating heterogeneous
information within a single case; (iii) semantic relations between
different situations. By iterating this process, (components of) two
or more different cases can be merged in a new structure, namely
a prototype [31], confirming and generalizing the content of the
elements from which it was built. In the system, prototypes can
then guide and support further retrieval sessions, and can be con-
sidered for a more complete GL revision by a committee of medical
experts.

As already observed, prototypes support the evolution of the
case base content, but do not lead to an explicit formalization of
domain knowledge, nor to an abstraction from contextual informa-
tion, thus preserving the possibility of knowledge re-interpretation
in time.

3.2.3. Adapting knowledge application and reasoning
Context can also support decision making in many medical

applications by enabling an adaptation of procedures and reasoning
strategies to the local or personal constraints described by con-
textual information itself (see also Brezillon’s definition in Section
2). A really applicable and usable system for care provision should
therefore be context-aware.

The issues of reaching context-awareness and of realizing
context-based reasoning are being routinely addressed in mobile
and ubiquitous computing (see also Section 2), but are now being
recognized as key aspects also for a wide range of other areas,
among which patient care.

In particular, how to implement a context-aware CBR tool in the
medical domain has been explored in [34], a work which abstractly
analyzes the problem of changing medical procedures (i.e. hospi-
tal workflow steps) on the basis of the constraints imposed by the
local contextual reality, and explores possible solutions for case
acquisition and case maintenance.

On the other hand, the work in [32] underlines how context-
awareness is important for decision support in medical diagnosis
as well as in treatment plans, and suggests resorting to the
environmental situation to design appropriate human–computer
interaction strategies and interfaces.

Remarkably, also the work in [33] can be interpreted in the
perspective of designing a context-aware system, able to adapt
domain knowledge and to tailor reasoning strategies to local con-
straints. Actually, non-compliance episodes with respect to GL can
also be due to the need to adapt the GL itself to the local reality.
Environmental constraints (i.e. human skills, technical and phys-
ical resources, or funds locally available at a given hospital) can
motivate non-compliances, and legitimate changes, able to deal
with local/cultural characteristics, can be made in recommenda-
tions, even when the evidence they are based on is the same [26].
Our tool, able to retrieve and reorganize past non-compliance cases,
can thus support the design of a locally executable version of the
GL, and make it really available at the point of care (see also [4]), by
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Fig. 1. Part of the American Academy of Pediatrics guideline for managing jaundice, visualized using the tool in [33].

helping the persons in charge of patient care better understand the
needs of the environment where the GL itself is meant to be applied.
We thus operate somehow similarly to [34], which, although very
preliminarily, approaches the problem in the even larger perspec-
tive of medical workflow management (note that GL application is
typically just one aspect of workflow execution, which also includes
resource assignment and activity coordination).

While the contributions in [34,32], which testify to a growing
interest in the topic of context-awareness in medical CBR, are not
fully implemented, the tool in [33] is in its testing phase, showing
how the use of contextual knowledge for adaptation to local con-
straints is not only a research speculation, but can also become a
concrete advance in medical practice. As an example, in the next
section we provide a description of an interesting case study.

3.2.4. Adapting knowledge in practice: a case study
Our tool for managing non-compliance to GL has recently been

made available at the Obstetrics Department of Policlinico S. Matteo
hospital in Pavia, Italy. In this section, we report on a significant
experience collected at this test site.

Problem statement. The Obstetrics Department of Policlinico S.
Matteo suffers from an insufficient availability of beds for moth-
ers, in front of a growing number of women who choose this site
for the birth of their babies. Therefore, if a baby is discharged, but
later on needs to be re-hospitalized (e.g. due to jaundice problems),
it may become very difficult to re-admit the mother as well, thus
creating troubles with breast feeding. Pavia implements the Amer-
ican Academy of Pediatrics GL for managing jaundice [35]. Fig. 1
shows a snapshot of the tool, being applied to this GL. By follow-

ing the American Academy of Pediatrics GL, at 48 h of age Total
Serum Bilirubin (TSB) is measured in all babies in whom jaundice
appears (by visual assessment) to be severe enough. High risk (see
the pop-up window in Fig. 1) infants are treated with photother-
apy; medium risk ones are re-examined before discharge (typically
at 72 h of age).

Non-compliance cases generation. Motivated by bed unavailabil-
ity in Pavia, pediatricians generated two sets of non-compliance
cases, where low risk level babies were re-evaluated before
dismissal, and medium risk level babies were treated with pho-
totherapy, respectively.

System usage. The system properly clustered the cases, and
linked them under two distinct prototypes. However, it also
highlighted the semantic relation between the two prototypes
themselves. Actually, the two situations were not identical, since
the suggested interventions were different. Nevertheless, in all the
subsumed cases the patients were treated as if their risk level was
higher than the actual one. Consequently more serious/invasive
procedures were applied, with respect to the ones indicated by the
default GL thresholds. On the basis of this semantic similarity, the
tool finally grouped the two prototypes under a single, higher level
prototype, giving birth to a multi-level hierarchy in the case base
(see also [36]), which facilitates navigation and comprehension by
end users.2

2 Additional details about automatic case base structuring in our system are out-
side the scope of this paper, but can be found in [37].
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Evaluation. The physicians working with us were notified to
introduce the changes indicated in the prototypes hierarchy, sup-
ported by the set of concrete implementations from which the
prototypes were derived. Physicians formally reviewed this result,
and finally decided to routinely adopt a modified GL version. In
this version all babies with a medium (or high) TSB value at 48 h
of age must undergo phototherapy. All babies with (even mild)
jaundice, must undergo an additional TSB control/treatment before
discharge.

Observe that GL adaptation was strongly motivated by context-
awareness, and by the limits of the local situation: as a matter of
fact, the new GL appears to be a cost-effective solution in Pavia, but
it might not be acceptable in a different setting, due to the increased
costs.

In synthesis, the work in [33] appears to be particularly sig-
nificant in the recent literature panorama, since it deals with the
double aim of exploiting contextual information to maintain med-
ical knowledge up to date, and of being context-aware in order to
enhance domain knowledge application in practice.

4. Conclusions

Contextual knowledge is naturally interlaced with domain
knowledge in a case library. Recent medical informatics literature is
increasingly recognizing the importance of contextual knowledge
per se in supporting human decision making [6]. In this paper, we
have analyzed this trend focusing on CBR systems.

In particular, we have identified three main directions (see
Section 3) in which contextual knowledge can be explicitly
and profitably resorted to: (i) firstly, contextual knowledge can
be helpful in reducing the retrieval search space, thus mak-
ing retrieval itself faster and more meaningful; (ii) secondly,
while highly abstracted knowledge cannot be re-interpreted,
since the original context from which it was obtained is no
longer available, the context-rich knowledge embedded in cases
can help revise conclusions and rebuild theories dynamically
[6], in order to maintain medical knowledge itself always up
to date [30]; (iii) thirdly, contextual information may be very
helpful to adapt medical knowledge and reasoning strategies to
specific local/personal constraints before applying them in prac-
tice.

The work in [33], which proposes a CBR approach for managing
non-compliances to GL, can be interpreted as a contribution which
aims both at maintaining medical knowledge up to date, and at
adapting and enhancing knowledge application on the basis of local
constraints. Together with the other works presented in this paper,
it thus traces new directions for CBR in medicine research, which,
in our opinion, will stimulate significant investigations from now
on.
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